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Abstract: Digital Polymerase Chain Reaction (dPCR) is a novel method for the absolute quantification
of target nucleic acids. Quantification by dPCR hinges on the fact that the random distribution of
molecules in many partitions follows a Poisson distribution. Each partition acts as an individual
PCR microreactor and partitions containing amplified target sequences are detected by fluorescence.
The proportion of PCR-positive partitions suffices to determine the concentration of the target
sequence without a need for calibration. Advances in microfluidics enabled the current revolution
of digital quantification by providing efficient partitioning methods. In this review, we compare
the fundamental concepts behind the quantification of nucleic acids by dPCR and quantitative
real-time PCR (qPCR). We detail the underlying statistics of dPCR and explain how it defines
its precision and performance metrics. We review the different microfluidic digital PCR formats,
present their underlying physical principles, and analyze the technological evolution of dPCR
platforms. We present the novel multiplexing strategies enabled by dPCR and examine how
isothermal amplification could be an alternative to PCR in digital assays. Finally, we determine
whether the theoretical advantages of dPCR over qPCR hold true by perusing studies that directly
compare assays implemented with both methods.

Keywords: absolute quantification; arrays of microwells; digital PCR; dPCR; droplet microfluidics;
microfluidics; microfluidic chambers; microfluidic technologies; on-chip valves; partitioning;
quantitative real-time PCR; qPCR; real-time PCR

1. Introduction: Quantification of Nucleic Acids by Quantitative PCR and Digital PCR

In this section, we present the basic concepts that underlie the quantification of nucleic acids by
digital and quantitative real-time PCR. An experimental comparison between the two methods will be
detailed in Section 7.

1.1. PCR and Quantitative PCR

Polymerase Chain Reaction (PCR) is an in vitro technique that amplifies DNA, generating several
millions of copies of a specific segment of DNA from a minute amount of starting material [1].
Its specificity relies on sequence hybridization and its sensitivity depends on enzyme-based
amplification. PCR typically consists of a series of temperature cycles repeated 20 to 40 times. Each cycle
includes the denaturation of DNA duplexes, the hybridization of two DNA oligonucleotides (primers)
flanking the target sequence, and the elongation of those primers by a DNA polymerase (Figure 1a).
Each cycle results in a doubling of the number of target DNA molecules (exponential amplification) and
2n copies can, in theory, be produced after n cycles. In practice, the amplification process saturates and
reaches a plateau as PCR reagents are depleted and accumulated PCR products self-anneal, preventing
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any further amplification. Conventional PCR analyzes amplified products at the end of the reaction
using gel electrophoresis (end-point measurement).
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scale. A typical PCR amplification plot displays a sigmoidal-shape curve with 4 distinct phases. (1) In 
early PCR cycles, the fluorescence signal due to amplification product remains at background level. 
The baseline is set to eliminate the background fluorescent signal. (2) During the exponential phase, 
the amount of PCR product doubles with each cycle in perfect reaction conditions, i.e., if amplification 
efficiency is 100%. The threshold (dotted lines) is set above the background within the exponential 
phase. The cycle of quantification (Cq) is the cycle number at which the amplification plot intersects 
the threshold line that is set significantly above the baseline. (3) The linear phase indicates that 
reagents are becoming limited, which results in a reduction of the amplification efficiency. The 
amplification signal is no longer exponential. (4) The plateau phase indicates a saturation of the signal. 
Reagents are depleted and no additional PCR product is generated or detected. 

Figure 1. (a) Principles of the polymerase chain reaction (PCR). Each PCR cycle includes three steps:
(1) Denaturation of double-stranded DNA by heat; (2) Annealing of primers to their complementary
target DNA sequences; (3) Extension of primers by a thermostable DNA polymerase. A typical PCR
reaction is cycled 20–40 times. Each cycle can theoretically result in a doubling of the number of
molecules of the target sequence; (b) Different phases of a real-time PCR amplification plot on a
linear scale. A typical PCR amplification plot displays a sigmoidal-shape curve with 4 distinct phases.
(1) In early PCR cycles, the fluorescence signal due to amplification product remains at background level.
The baseline is set to eliminate the background fluorescent signal. (2) During the exponential phase,
the amount of PCR product doubles with each cycle in perfect reaction conditions, i.e., if amplification
efficiency is 100%. The threshold (dotted lines) is set above the background within the exponential
phase. The cycle of quantification (Cq) is the cycle number at which the amplification plot intersects the
threshold line that is set significantly above the baseline. (3) The linear phase indicates that reagents
are becoming limited, which results in a reduction of the amplification efficiency. The amplification
signal is no longer exponential. (4) The plateau phase indicates a saturation of the signal. Reagents are
depleted and no additional PCR product is generated or detected.
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Real-time PCR is based on PCR and measures the amount of PCR product after each round of
amplification using a fluorescent readout [2]. A typical real-time PCR amplification plot displays a
sigmoidal-shaped curve (on a linear scale) and includes a baseline phase, followed by an exponential
phase that reaches a plateau via a linear phase (Figure 1b). The exponential phase represents the
most efficient phase of amplification and the amount of PCR products doubles with each cycle if
the amplification efficiency is 100%. Real-time PCR enables the relative quantification of a target to
a calibrator. The method is quantitative (qPCR) when calibrated with a standard curve using data
from the exponential phase. The ‘absolute’ amount of target sequence in a qPCR reaction is measured
relative to a standard curve generated from a sample of known quantity or copy number (Figure 2).
This method implies that the amplification efficiencies of the sample and the standards are equivalent.
Differences in PCR efficiencies can significantly affect the quantification accuracy [3].
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Figure 2. Real-time qPCR assay using a standard curve. (a) Amplification curves for a 6-point 10-fold
dilution series of a template with known concentrations (standard) over five orders of magnitude
(e.g., genomic DNA, PCR amplicon, linearized plasmid). The Cq value of each serially diluted
standard is determined; (b) A standard curve is generated by plotting the Cq values derived from the
amplification curves of the dilution series against the logarithm of the standard quantity. The standard
curve is used to interpolate the quantity of the target. The slope of the standard curve measures the
amplification efficiency of the qPCR assay. A slope of –3.32 (for a standard curve generated from a
serial 10-fold dilution series) indicates 100% amplification efficiency, i.e., the amount of PCR product
doubles during each cycle.

While qPCR may be labor-intensive and suffers from limited reproducibility [4–7]; it is widely
implemented in clinical settings and remains the gold standard for nucleic acid quantification.

1.2. Fundamentals of dPCR

Digital polymerase chain reaction (dPCR) enables the absolute quantification of target nucleic
acids present in a sample and alleviates the shortcomings of qPCR [8–10]. In dPCR, the sample is first
partitioned into many independent PCR sub-reactions such that each partition contains either a few or
no target sequences (Figure 3). After PCR, the fraction of amplification-positive partitions is used to
quantify the concentration of the target sequence with a statistically defined accuracy using Poisson’s
statistics [11,12]. Interestingly, sample partitioning efficiently concentrates the target sequences within
the isolated microreactors. This concentration effect reduces template competition and thus enables
the detection of rare mutations in a background of wild-type sequences. Furthermore, it may also
allow for a higher tolerance to inhibitors present in a sample.
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Figure 3. Principles of digital PCR. The sample is divided into many independent partitions such
that each contains either a few or no target sequences. The distribution of target sequences in the
partitions can be approximated with a Poisson’s distribution. Each partition acts as an individual
PCR microreactor and partitions containing amplified target sequences are detected by fluorescence.
The ratio of positive partitions (presence of fluorescence) over the total number allows to determine the
concentration of the target in the sample.

1.3. Fundamental Differences between dPCR and qPCR

The key difference between dPCR and qPCR lies in their strategy to measure the amount of target
sequence. In qPCR, the reaction is monitored throughout the amplification process, and quantification
is based on the analysis of the fluorescent signal at the exponential phase. In contrast, dPCR collects
fluorescence signals via end-point measurement and uses the number of positive partitions over
the total to back-calculate the target concentration (Figure 4). dPCR reduces quantification to the
enumeration of a series of positive and negative outcomes thus converting a continuous or analog
signal into a series of binary or digital signals. Unlike qPCR, dPCR does not rely on calibration
curves for sample quantification. Hence, it avoids the pitfalls associated with variations in reaction
efficiencies [3]. Quantification by dPCR is based on binomial statistics that mathematically define its
inherent accuracy and performance metrics.
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Figure 4. Comparison of PCR-based techniques. In conventional PCR, the amplification products
are analyzed at the end of the reaction (end-point PCR) by gel electrophoresis and detected after
fluorescent staining. qPCR and dPCR use the same amplification reagents and fluorescent labeling
systems. In qPCR, the amount of amplified DNA is measured at each cycle during the PCR reaction,
i.e., in real-time. The ‘absolute’ quantity of target sequence is interpolated using a standard curve
generated with a calibrator. In dPCR, the sample is first partitioned into many sub-volumes (in
microwells, chambers or droplets) such that each partition contains either a few or no target sequences.
After PCR, the proportion of amplification-positive partitions serves to calculate the concentration of
the target sequence using Poisson’s statistics.
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In brief, dPCR is a method of absolute nucleic acid quantification that hinges on the detection
of end-point fluorescent signals and the enumeration of binomial events (absence (0) or presence
(1) of fluorescence in a partition) (Section 2) [13]. This statistical foundation permits to identify the
parameters that constraint the performance metrics of this analytical method (Section 3). dPCR is
theoretically advantageous over qPCR given effective means to perform sample partitioning (Section 4)
and target amplification of single molecules (Sections 5 and 6). In practice, qPCR can still outcompete
dPCR for specific applications thanks to higher sensitivity (Section 7).

2. Statistical Foundations of dPCR

dPCR benefits from statistical foundations that permit to infer both the target concentration
and the accuracy of the quantification. This section reviews the statistical approaches underlying
quantification by dPCR. Those approaches depend directly on the specific applications of the dPCR
assay, e.g., absolute quantification or copy number variant analysis.

2.1. Binomial Probability and Poisson Approximation

To estimate the probability p of a partition to contain at least one target sequence, we should
consider the case of the random distribution of m molecules into n partitions. This situation corresponds
to a binomial process where the outcome of each drawing is either present or absent and the drawing
is repeated m times. The chance of a target sequence to be present in a partition is 1

n because it
results from random or independent events. The probability p is the complementary chance of the
partition to be empty after the m target sequences are distributed. A partition has m chances, or
attempts, to receive one target sequence. The chance for a partition to be empty is then 1− 1

n after

one drawing, and
(

1− 1
n

)m
after m attempts, finally p = 1−

(
1− 1

n

)m
. In the situations where n is

large ( 1
n very small), one can consider the term

(
1− 1

n

)
as the first order approximation of e−

1
n , hence

the probability p can be approximated to p = 1− e− where λ = m
n . This formulation defines the

probability function of a Poisson distribution of parameter lambda. Poisson distribution describes
the probability distribution of independent events where the average number of events (λ) is known.
The Poisson distribution predicts the proportion of partitions containing a given number of target
sequences. Conversely, knowing the distribution permits to calculate the average number of a target
sequence in the sample. Even though target partitioning follows a Poisson distribution, dPCR does not
provide a detailed distribution and only indicates whether target sequences are present or not in a
partition. Nonetheless, the ratio of positive partitions k (containing some target sequences) over the
total number of partitions n is sufficient to predict the initial concentration of the target sequence in the
sample with λ = − ln

(
1− k

n

)
.

2.2. Quantification Accuracy

Intuitively, the confidence in the estimation of the target concentration depends on the number of
empty partitions. In extreme cases, i.e., when most of the partitions are either empty or full, the confidence
in the estimated concentration is very low because the pattern empty/full is not very informative.

The confidence interval is typically estimated using functions that can be directly calculated.
Those estimations rely on assumptions that have direct consequences on the estimation. For instance,
the Wald method approximates the binomial distribution (a discrete function with finite support) with
a normal distribution (a continuous function with infinite support) [14,15]. As already noted [16],
this approximation provides inaccurate results if most of the partitions are empty or if more than half
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of the partitions are filled. The Wilson method or interval [17] is thus preferred for direct calculation.
In this case, the confidence interval is given by:(

p +
α2

2n
± α

√(
p(1− p)

n
+

α2

4n2

))/(
1 +

α2

n

)
where p is the probability that a partition is empty, n the total number of partitions and α is equal to
1.96 for a 95% confidence interval. Other methods, including the direct or Clopper-Pearson method,
demonstrate better approximation but the equations must be numerically solved [14]. Furthermore,
these numerical-based methods are rarely used for dPCR [16].

The previous considerations suggest that there exists a value of lambda for which the initial
template concentration can be estimated with the highest confidence. In cases of 10,000 or more
partitions, the maximal confidence is obtained for a λ value of about 1.6, which corresponds to a
proportion of 20% of empty partitions (Figure 5). As noted previously, the precision is poor for low
values of λ, reaches an optimal for a λ of 1.6 before slowly declining with increasing values of λ,
which corresponds to a saturation of the partitions. The accuracy of the estimation of λ increases with
the number of partitions and the optimal precision (at λ = 1.6) scales as the inverse square root of the
number of partitions (Figure 5, insert).
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Figure 5. Quantification accuracy of dPCR. The precision of dPCR is non-uniform and depends on
the average occupancy of target sequence per partition. The precision of dPCR also increases with
an increasing number of partitions (distinct colors). The inset shows that the evolution of the relative
uncertainty (taken at λ ≈ 1.6) decays as an invert square root of the number of partitions.

2.3. Most Probable Number (MPN)

For over a century, digital assays were conducted to estimate the concentration of microorganisms
of public health concern [18–21]. These estimations were based on repeatedly sampling a specimen
at different dilutions to optimize the chances of estimating the concentration of microorganisms
with the greatest confidence. However, such methods take into account the values from the entire
dilution series and treat the concentration of the target as a parameter to optimize the probability of
observing those experimental values (method of maximum likelihood) [22]. The probability function
can be numerically optimized with various approaches, which gives rise to different MPN methods.
The values are usually tabulated according to the dilution ratios, number of samples and estimation
strategies [23]. Those MPN methods provide comparable results to the Poisson approximation while
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being more cumbersome to implement in digital PCR applications [16,24]. However, the MPN method
is the appropriate approach when analyzing multi-volume dPCR [25,26].

2.4. Copy Number Variant (CNV) Applications

dPCR has been extensively used to measure genetic imbalances, or Copy Number Variant (CNV),
that result from the deletion or amplification of genomic regions or locus. In CNV analysis, the copy
number of a locus relative to another is the relevant information. The statistics to estimate the
presence of a genetic imbalance using dPCR employs various methods. One such method relies on the
Sequential Probability Ratio Test (SPRT), initially developed for quality control. It continuously tests
two concurrent hypothesis while accumulating data until a hypothesis is considerably more probable
than the other [27]. In dPCR, SPRT was used to distinguish between homozygosity and heterozygosity
in specific cell types in the presence of a homozygous background [28–32]. Other studies directly
considered the statistical analysis of the ratio of two λ estimated for two loci [33]. The ratio of λ was log
transformed to normalize its distribution and to enable the derivation of its confidence. Alternatively,
the confidence interval of the ratio was derived with an algorithm based on Fieller’s theorem [11].

2.5. Absolute Limit of Quantification Due to Specimen Sampling

The analysis is only performed on a sample, which is a small portion of a specimen. This imposes
a fundamental limit on the quantification accuracy. The concentration of an analyte in the tested
sub-volume may differ greatly from the concentration of the analyte in the entire specimen due to
statistical sampling [34,35]. In other words, even a perfect quantification cannot properly determine the
true concentration of the analyte in the specimen. The variability between samples can also be estimated
using a Poisson distribution. For instance, if the average number of the target sequence in a sample is
1, the chance of quantifying the true concentration in any sample is only a third. This highlights two
critical aspects: (1) low values of λ are not correctly quantified, which is a fundamental inaccuracy that
exists for all sampling techniques; and (2) this sampling error or noise is not systematic but random
and can be only reduced by analyzing multiple samples of a same specimen.

2.6. Hypothesis and Technological Implications

Poisson statistics relies on two assumptions: (1) target sequences are randomly distributed across
partitions and (2) all partitions have the same volume. The random distribution of target sequences has
been validated experimentally by deriving the Ripley’s K function that measures the randomness of the
spatial distribution of partition occupancy [36,37], or by confirming that the estimated concentrations
using sub-arrays are consistent [16]. However, precautions are necessary when quantifying target
sequences localized in same genomic regions. For instance, this is the case when estimating the
copy number of the HER-2 oncogene that amplifies within a short region of chromosome 17 [38].
If the target sequences are not physically separated, they end up in the same partition and lead
to an underestimation of the gene copy number in the sample [33]. Conversely, the assumption
of random distribution has also been used to measure the linkage of different genes by dPCR [39].
This approach relies on the multiplexed detection of different targets that produce specific fluorescent
signals. The co-amplification of two target sequences in the same partition produces a dual-colored
signal that indicates their presence on the same DNA template. Interestingly, linked targets (i.e., a
single molecule with two different target sequences) have been used to assess the prevalence of
molecular dropout i.e., the absence of amplification despite the presence of a target sequence in a
partition [12]. The rate of molecular dropout was estimated from the number of single color partitions
compared to the number of two-color partitions.

Quantification by dPCR assumes that partitions possess identical volumes; however, a large
degree of variability in volume may be observed. The latter directly depends on the methods used to
create the partitions. The effect of this variation in partition volume has been experimentally assessed
and considered a potential source of dPCR imprecision [36]. For λ higher than 1, an increased variance
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in partition volume results in the over-estimation of empty partitions. In this situation, the proportion
of empty partitions is lower than the proportion of partitions that contain a single molecule. As a result,
the number of partitions that should be empty but capture a molecule due to a volume increase is
lower than the number of partitions that should contain 1 molecule but end up empty due to a decrease
in partition volume. In contrast to statistical uncertainty, the effect of partition volume variability on
quantification accuracy does not decrease with the number of partitions. This inaccuracy will thus
dominate the dPCR imprecision at high number of partitions [40]. A theoretical analysis concluded
that the variability of the partition volume has a minimal impact when it is below 10% or when λ

is lower than 1, but its effect should be considered otherwise [41]. Volume variation of commercial
systems have been reported to be lower than 3% [42], but research prototypes can suffer from high
volume variation depending on the type of fabrication used and on the physical principles underlying
the partitioning step.

2.7. Conclusion of the Statistical Foundations of dPCR

dPCR is a statistical method that divides a sample into numerous partitions and enables the
enumeration of empty and occupied partitions to determine the concentration of a target sequence
present in a sample. dPCR is an absolute quantification method that does not rely on calibration
curves and whose accuracy is more easily predictable [41]. The theoretical foundations of dPCR
are well established but it is critical to appreciate the inherent statistical limitations of this method.
The precision of dPCR is limited by the uncertainty of the measurement due to: (1) specimen sampling,
whose effect is prevalent for low target concentrations and can only be minimized by using technical
replicates; (2) its statistical nature whose effect on precision can be reduced by increasing the number
of partitions [40]. dPCR’s intrinsic precision is not constant across its dynamic range and can be quite
poor at the extremes. This is the case when most of the partitions are either positive or negative.
Another technical limitation of dPCR stems from the variation in partition volume, which can have a
detrimental effect at high average occupancy λ and can dominate quantification uncertainty at very
high number of partitions. Those statistical considerations highlight the importance of the number of
partitions, their volume and the standard deviation of their volume [41].

3. Performance Metrics

3.1. Sensitivity of Detection

The sensitivity or lower limit of detection corresponds to the detection of a single molecule in a
single partition. Hence, the minimal concentration that can be detected depends on the total volume of
the reaction or on the number of partitions and their volume. This simple reasoning underlines the
limits of sensitivity of dPCR because dPCR techniques rely on partitions with volumes in the pL-nL
range and their number is limited in practice. By contrast, the reaction volume of qPCR is typically
much larger and can also be easily adjusted to reach higher sensitivity.

3.2. Dynamic Range of Detection

The dynamic range of detection is defined by the difference between the highest and the lowest
detectable concentration of a molecule. The highest molecule concentration directly depends on the
partition volume, i.e., partitions with smaller volumes correspond to higher molecule concentrations
for a given λ. Interestingly, the highest number of target sequences detected can be far greater than the
number of partitions. This value is estimated by solving λ for a given precision and number of partitions
in the situation of high partition occupancy. For instance, given a precision of 12.6%, the highest number
of target sequences detected can be 5-fold greater than 20,000 droplets generated [40], or 11-fold greater
than 106 partitions created [37].

From those considerations, a large dynamic range of detection creates opposing constraints on the
volume of partitions; with larger partition volumes improving the lower detection limit and smaller
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partition volumes improving the higher detection limit (Table 1). This conundrum can be addressed
by using dPCR designs with multi-volume partitions, where a series of large volume partitions assure
high sensitivity while a series of small volume partitions allows high detection limit, and a few series
of partitions with intermediate volume provide high precision [25,26]. Interestingly, this approach is
equivalent to performing a series of different dilutions followed by a quantification using the MPN
method. Furthermore, multi-volume dPCR allows to uncouple dynamic range and measurement
precision [25]. On a practical aspect, this approach reduces the overall number of partitions required
to reach a given dynamic range and hence the overall footprint of devices.

Table 1. Design parameters and performance metrics of dPCR.

Metrics Accuracy Sensitivity Upper Limit

Design parameter Number of partitions
Variation in partition volume

Total assay volume
or -Number of partitions
× volume of partition

Volume of partition

Comments

Relative accuracy scales like
1/
√

number o f partitions
Variation in partition volume dominates
inaccuracy at very high number of partitions

1/(Total assay volume) Benefits from small
partition volume

3.3. Practical Considerations in the Reliability of dPCR Measurements-False-Negative/Positive Signals

Sensitivity is highly dependent on the rates of false positive and false negative events. Although
dPCR is a digital assay, the signal detected is initially analog and a threshold needs to be applied
to separate true signal from background signal (see [43] for a statistical thresholding method).
False positives can arise from poor assay design or from the detection of spurious amplification
at high number of PCR cycles. Additionally, they may also stem from cross-contamination during
experimental set-up [40].

While false positives can be minimized by proper assay design and optimization [44], false
negative or molecular dropout are less tractable. The intrinsic design of dPCR assays makes it prone
to molecular dropout for various reasons: (1) the increased surface to volume ratio due to the small
volume (pL-nL range) partitions increases the chance of PCR inhibition due to interactions of the
reagents with surfaces or interfaces [45]; (2) it has been observed that single molecule amplification
is often less efficient than amplification with higher number of molecules [36]; (3) the amplification
efficiency is highly dependent on the source of DNA (i.e., genomic vs. plasmid, fragmented vs. long
DNA molecules) [12,36,42], and can be impaired by exposure of DNA molecules to heating [46].

The mathematical framework introduced previously covers the statistical nature or intrinsic
uncertainty of dPCR; however, the exact variance of dPCR assays should include the effect of upstream
processes such as DNA extraction and pre-amplification [47]. For instance, it could be tempting to
pre-amplify a sample with low target concentration to reach the optimal λ value of 1.6. However,
the variance associated with the pre-amplification reaction is not systematic and cannot be corrected.
As a result, direct quantification of low target concentration is still preferable [12,48].

The sensitivity of dPCR to molecular dropout or the variability of the sample preparation
(extraction and/or pre-amplification) needs to be considered when assessing assay accuracy. Proper
assay design and validation are critical to minimize typical issues arising from molecular dropout,
false positives, or poor signal thresholding [13,44].

4. Miniaturization and Hyper-Compartmentalization

4.1. Introduction

Although the recent development of dPCR has been supported by advances in device miniaturization,
the concept of dPCR has been developed [9,10] using microtubes [9] or 384-well microplates [10,28–31,49].
These formats suffer from limited number of partitions, limited automation and from the cost associated
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with the large amount of reagent needed. Microfluidics, i.e., miniaturization of fluid-handling [50], has
enabled the massively-parallel sample partitioning and the advent of dPCR platforms. Microfluidics
relies on microfabrication techniques adapted from microelectronics and its implementation relies
either on fast prototyping by soft lithography in Polydimethylsiloxane (PDMS) [51], glass etching [52],
or injection molding [53]. Numerous active and passive microfluidic methods have been used to
compartmentalize samples, from physical partitions to liquid droplets. Most of those methods allow
for simple automation and limited reagent use.

Before reviewing the different principles and methods employed to create partitions, it is worth
mentioning some partition-free approaches. For instance, an early approach utilized a fused-silica
capillary, typically used for capillary electrophoresis, as a reaction vessel to perform PCR on diluted
DNA molecules. The number of amplified molecules was counted after electro-migration using
an inline fluorescence detector [54]. This strategy relies on the limited diffusion of the amplicons
generated, which migrate altogether as a plug during electrophoresis. The signal is a succession of
peaks that corresponds to the number of target sequences in the sample. A more recent approach
is based on the transformation of target sequences into 1 µm DNA nanoballs by Rolling Circle
Amplification (RCA) [55]. The DNA nanoballs can then be enumerated under a microscope or a
microfluidic cytometer.

In the following section, we distinguish physical partitions where the reaction is partitioned
into isolated chambers or microwells from droplet emulsions that can be collected outside the
microfluidic devices.

4.2. Chamber Formats

Performing dPCR with physical partitions or chambers involves device filling, sample partitioning,
thermocycling and assay readout. We differentiate active partitioning methods that involve either
device reconfiguration or mechanical actuation from passive partitioning methods that are driven by
fluidic effects or properties. We further distinguish self-partitioning methods that include both passive
filling and partitioning.

4.2.1. Active Partitioning Platforms

One of the first microfluidic dPCR device relied on microfluidic valves that were created by
superimposing a fluidic and a control networks of microfluidic channels made of the elastomeric
material PDMS [56]. Those networks are separated by a thin membrane that can be deformed into a
microfluidic channel by applying pressure into the opposing control channel to create an “on-off” valve
(Figure 6a). The workflow includes: (1) filling all the chambers with the reaction; (2) pressuring the
control layer, which closes the connection between the chambers, thus isolating the chambers from one
another. Such a device enabled the creation of 14,112 × 6.25 nL partitions. The volume variation of the
partitions depends on the precision of the soft-lithography process [51] used for the microfabrication.

The SlipChip platform [52] also uses an active partitioning approach (Figure 6b). The device is
composed of 2 chip halves, each etched with two independent arrays of microwells [16]. The chip
is assembled by putting into contact and aligning the two open-faced halves such that the chambers
from the opposite halves form temporary continuous serpentine microfluidic channels. The sample
and reaction mix are then flowed through independent microfluidic networks and are subsequently
compartmentalized into arrays of independent chambers by slipping the chip halves. Further slipping
assures superimposition of the sample and the PCR arrays creating a single array of independent
microreactors. The chip is assembled in mineral oil, which lubricates the system during slipping
and ensures the isolation of partitions. Partitioning is effectively achieved by mechanical shearing
applied during the slipping motion. This strategy enabled the creation of 1280 partitions of 2.6 nL
without the need for pumps and valves. Additionally, the authors mention that they could create up to
16,384 microwells of picoliter volume using the same footprint [16].
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4.2.2. Passive Partitioning Platforms

Passive partitioning uses fluidic effects to create sub-volumes and does not rely on mechanical
methods. Arrays of microwells have been used to create partitions with either active or passive
methods. This format can be considered as a direct miniaturization of a 384-well microplate, where the
volume of individual microwells ranges from pL to nL [57,58]. The key difference from its macroscale
counterpart is that microwells are usually loaded all at once to fully exploit the parallelization offered
by the format. This in turn necessitates a method that isolates microwells from one another and
avoids rapid evaporation of minuscule volumes. To support efficient microwell filling and partitioning,
it is necessary to have differential surface properties between the interior of the microwell that
needs to be hydrophilic and the top face of the array (in between the microwells) that needs to be
hydrophobic [58–60].

The open version of the array of microwells has been the foundation of both active and passive
partitioning platforms. Partitions were actively created by injecting the aqueous phase in the
microwells, which were pre-layered with an immiscible oil, using a microdispenser [61]. Alternatively,
the partitioning can be performed by the apposition of a glass slide [62], a deformable membrane [63],
or pressure-sensitive tape [64] after assay loading.
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Figure 6. Active partitioning platforms. (a) Schematic of a push-up valve in a microfluidic chip made
of PDMS. Left panel: The control channels (red) are separated from the fluidic channels (blue) by a
thin flexible membrane (yellow). The flow through the fluidic channel is unobstructed if the control
channel is not pressurized (OFF valve). When the control channel is pressurized, the thin PDMS
membrane deforms and bulges into the fluidic channel, obstructing the flow (ON valve). As depicted
in the bottom panel, a tight seal is obtained if the top of the fluidic channel is rounded. Central
panel: Schematic diagram showing many parallel chambers (blue) connected through channels to a
single input. The network of control channels (red) creates valves between each chamber allowing
the partitioning of their content into independent PCR microreactors. Right panel: Three panels of
1176 chambers each, show the results of dPCR on samples harvested from a single termite (Z. nevadensis).
(Figure adapted from [65] with permission.); (b) SlipChip device relies on two chip halves that contain
arrays of open chambers. Temporary ducts or channels are formed when the two parts are aligned and
put in contact while submerged in mineral oil. Sample and reagents are injected before the device is
reconfigured by slipping. The slipping motion creates arrays of independent microreactors. The device
can be further slipped to bring the two independent arrays (containing reagent and sample) in contact
to trigger mixing (not shown). (Figure adapted from [66] with permission.)
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In contrast to these active strategies, partitioning with this format can be performed passively
by using an overlay of immiscible oil after loading of the aqueous phase into the microwells. The oil
phase preferentially wets the top of the array and creates a meniscus that displaces the aqueous phase;
however, the oil/aqueous phase/solid triple line gets pinned at transitions between hydrophobic and
hydrophilic areas [58,67]. The liquid-liquid interface then extends from the pinned triple line until it
reaches another hydrophobic patch where another propagating triple line will be created [68]. The oil
progresses on the hydrophobic surface of the array and around the well orifices to generate a sweeping
motion that displaces the excess of aqueous phase.

Pinning also exists when a triple line encounters an abrupt change of topology or channel
direction [69,70]. Pinning can thus be used to isolate dead-end chambers within a microfluidic network
thanks to the topology of the main channel and the chambers (Figure 7a) [37]. In this configuration,
the oil film gets pinned at the chamber orifices. This strategy greatly increases the chamber density by
reducing the size of the main channel compared to microfluidic valves that require a minimum span or
width to be efficiently deformed. This method resulted in the generation of up to 1 million partitions
in the pL range with a standard deviation of the volume equal to a few percent [37]. The very high
number of partitions allows unparalleled precision and a theoretical dynamic range of up to 7 logs.
In addition to a much higher density of chambers, the strategy requires a simpler fabrication process
than pneumatic valves.

Critically, the filling of chambers at small scale is not trivial and is constrained by capillary
effects [68]. In practical terms, the injected liquid needs to let the air exit the volume in a coordinated
fashion. This requirement is alleviated using PDMS, an elastomer permeable to gases. Chambers are
filled by pushing the air out through the material, by pressuring the incoming liquid. Alternatively,
the device can be packaged under vacuum [71] or vacuum can be applied to a chamber located
underneath an array of microwells to drive filling (Figure 7b) [72]. This approach avoids the risk of
losing the sample through a small leak. PDMS presents however several drawbacks: (1) DNA and
protein tends to absorb onto its hydrophobic surface if not properly pre-incubated with a solution of
BSA [67,73], which in turn may affect its surface properties; (2) it is permeable to water and evaporation
must be mitigated by incorporating water reservoirs [74] and vapor barriers made of parylene C [37]
or glass [43], which complicates device fabrication; (3) it suffers from a high cost of production,
which impedes its use in large-scale manufacturing.

4.2.3. Self-Digitization Platforms

Self-digitization platforms combine both passive filling and partitioning. Passive filling can be
enabled by harnessing the pinning effect to efficiently displace the air with a liquid during filling.
This has been achieved by staggering two series of chambers across a main channel (Figure 8a) [69].
In this contraption, the liquid alternately sweeps through the chambers without trapping air because
one extremity of the interface is pinned thanks to a barrier wall. The staggered configuration is critical
to allow alternate pinning between the two sides of the main channel. The wetting of the aqueous
phase on the plastic surface is increased by the addition of a surfactant and glycerol, which facilitates
the filling phase. This platform also includes a capillary pump that pulls the excess of liquid from
the device and simplifies the actuation of the system. The partitioning is completed by injection of
an immiscible oil phase. This proof of principle generated an array of 768 × 11 nL partitions with a
volume variation of 12%.

The actuation can also play a key role in simplifying an experimental set-up. For instance,
spinning can distribute fluid into chambers located along a spiraling channel [75]. Unfortunately,
this format does not permit a direct observation of the filling and partitioning steps, which would
be useful to improve the channel design. Overall, this platform generated a series of 1000 × 33 nL
partitions but with a volume variation of up to 16%.
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Figure 7. Passive partitioning platforms. (a) Megapixel digital PCR using planar emulsion arrays. Left
panel: Schematic of the megapixel digital PCR device, with insets showing the array and chambers at
increasing magnification. Scale bar: 3 mm. Central panel: The chambers are loaded with a blue dye.
The arrow indicates chambers isolated by immiscible oil. Scale bar: 50 µm. Right panel: Multiplexed
detection of HLCS (green) and RPPH1 (blue) over 342 chambers. (top). A close-up view shows the
signals of the boxed chambers in the different fluorescence channels (middle), with the corresponding
intensity profile of the middle row (bottom). Scale bars: 50 µm. (Figure adapted from [37] with
permission.); (b) Vacuum-assisted reagent loading in a PDMS-based array of microwells. Left panel:
The schematic of the microfluidic chip depicts the process of reagent loading into the lamina chip layer
via a µfilter layer. The syringe is used to create a temporary vacuum through the PDMS layer and drive
liquid into the microwells. Right panel: Device loaded with the reagent (red) and water (blue). (Figure
adapted from [72] with permission.)

In the self-digitization approach [60,74], the device consists of a main channel with side chambers
(Figure 8b) [76]. The device is first primed with immiscible oil that wets the channel and chamber walls.
The aqueous sample is then injected followed by another plug of oil to create partitions. The filling
involves the displacement of the immiscible oil by the aqueous solution and requires the walls to be
hydrophobic, which may appear counterintuitive [60]. The hydrophobicity of the wall assures the
presence of a thin film of oil at its surface [77], which acts as the draining conduit during the phase
displacement. In the case of hydrophilic walls, the aqueous phase interacts strongly with the walls and
creates a plug that prevents the oil from leaking out of the chambers.

The process contrasts with passive partitioning because it involves the formation of droplets
that are generated through the splitting of a plug through a network of chambers [78], and it does
not rely on pinning and differential surface properties between the main channel and the chambers.
Droplet splitting is indeed governed by the capillary number that characterizes the relative effect of
viscous and capillary forces [79,80]. The partition volume is mostly set by the chamber volume, but
it also depends on the geometry of the chamber, flow rate, capillary number, contact angle, and oil
viscosity. A refined version of the self-digitization platform yielded arrays of 535 × 6 nL partitions
with a partition volume variation of 10–15% [74]. The same group further applied the same principles
to a network of microwells located at the bottom of a main channel [81]. This strategy yielded a higher
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density of partitions (38,400 partitions of 2 nL). It also enabled optimization of the droplet formation
by adjusting the design of the main channel.
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Figure 8. Self-filling and partitioning platforms. (a) Geometry for a staggered trap configuration where
filling is controlled by pinning. The design enables an efficient filling by the sweeping motion of the
solution through the traps and thus avoids trapping air within the chambers. The pinning offset is
different on each side of the main channel thanks to a barrier wall. The loading process of the staggered
device is shown in the pictures. The device incorporates a capillary pump that passively aspirates the
excess of liquid. (Figure adapted from [69] with permission.); (b) Schematic of the self-digitization
device that contains 1020 wells. The device is first primed with oil, then filled with the reaction mix
and injected with another stream of oil to create an array of droplets trapped in the structures. (Figure
adapted from [76] with permission.)

4.3. Droplet-Based Platforms

The first goal of emulsification is to create isolated microreactors of aqueous droplets within
immiscible oil. A critical component of this technology is the surfactant and oil formulation that
assures both the stability of those microreactors and their compatibility with molecular reactions such
as PCR or isothermal amplification [82].

Encapsulation does not always perform sample partitioning and it can be used just to create
independent microreactors such as in BEAMing (Beads, Emulsion, Amplification, Magnetics) [83–85].
In this method, partitioning is achieved with magnetic beads that capture the target sequences by
limiting dilution such that a single molecule is captured per bead. Encapsulation is performed to
generate single-bead droplets used as independent microreactors to amplify the target sequence and
saturate the bead surface. Emulsions can be easily and quickly obtained by mechanical shearing,
which generates polydisperse droplets. After bead recovery, bead-bound sequences tagged with
a fluorescent label are identified by flow cytometry at very high throughput. The magnetic beads
allow for a simple and efficient sample purification and manipulation. This approach is applied to
quantify genetic imbalance of specific genetic loci [84,85]. The strength of this method resides in
the transformation of a molecular signal into a cytometric readout with minimal constraints on the
emulsification process.

Microfluidic droplet methods differ from BEAMing by using droplets as true partitions. They are
enabled by microfluidic emulsification techniques that generate monodisperse droplets with very
limited volume variation. Microfluidic droplets can be created with different techniques such as
T-junction [89], nozzle (Figure 9a) [90], or step emulsification [91]. Droplet formation with T-junctions
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and microfluidic nozzles relies on the viscous shearing that overcomes capillary effects at the interface.
Droplet generation via flow-focusing thus depends on the capillary number of the system. On the
contrary, step emulsification is driven by an imbalance of Laplace pressure controlled by the geometry
of the channel. Those droplet generation techniques result in the generation of streams of droplets
with volumes ranging from pL to nL and a throughput of up to tens of thousands of droplets per
second. In contrast to droplets generated in solid chambers, microfluidic droplets are not static but
manipulated within networks of channels. Droplets can be collected off-chip for thermocycling and
re-injected into a microfluidic device for readout. In droplet microfluidics, the sample does not interact
with the channel walls once encapsulated, even though this may not preclude cross-contamination [40]
or interfacial inhibition [92,93].
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fluorescence signal from droplets can be sequentially detected in a single-file configuration. This 
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detection that allows up to 1 million droplets to be analyzed simultaneously (Figure adapted from 
[43] with permission.); (d) Microfluidic droplets can be generated with a simplified experimental 
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Figure 9. Microfluidic droplet-based platforms. (a) Schematic illustrating the generation of droplets
with a nozzle or droplet generator. The aqueous phase is pinched by two streams of immiscible
oil that stretch the interface via viscous forces until a capillary instability develops and the droplet
detaches. Droplets are very stable thanks to surfactants that stabilize their interface; (b) The fluorescence
signal from droplets can be sequentially detected in a single-file configuration. This arrangement
is reminiscent of the optical and fluidic configurations used in flow cytometry. (Figure adapted
from [86] with permission.); (c) Droplet signal can also be interrogated using a wide field detection
that allows up to 1 million droplets to be analyzed simultaneously (Figure adapted from [43] with
permission.); (d) Microfluidic droplets can be generated with a simplified experimental setup that
relies on a gradient of confinement (a type of step emulsification). (Figure adapted from [87] with
permission.); (e) Alternatively, highly parallel droplet generators have been adapted to actuation by
centrifuge, which allows concurrent encapsulation of several samples. Scale bar: 500 µm. (Figure
adapted from [88] with permission.)

dPCR applications based on microfluidic droplets have been enabled by single molecule
amplification [24,94–97]. Using droplet-based microfluidics, the number of partitions can be adjusted
to meet the requirement of an application, with for example devices capable of generating over
1 million droplets [43]. Furthermore, the volume variation of microfluidic droplets resides within a
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few percent [42,89–91]. It also does not depend on the homogeneity of the microfabrication over a large
array of features because all the droplets are usually generated using a single generator. This tight volume
distribution remained lower than 3% when measured from droplets generated with 16 independent
generators from five different eight-channel commercial cartridges [40]. The throughput of droplet
generation can be increased with multi-nozzle systems [96] or through droplet splitting; [43] however,
the effects of those techniques on the variation of droplet volume are unknown. Finally, multi-volume
assays cannot be easily implemented in a single run using droplet microfluidics because the droplet size
depends mostly on the nozzle dimensions, and manipulation of droplets in channels is complicated if
droplets are polydisperse.

The throughput of droplet digital PCR (ddPCR) is often limited by the readout that is typically
performed by interrogating droplets sequentially in a configuration inherited from flow cytometry
(Figure 9b). The readout throughput is lower than in cytometry because droplets cannot withstand high
shear rates. This limitation can be overcome by converting droplets into cytometry-compatible particles
such as magnetic [83–85,95,98] or agarose beads [98], or by using a double emulsion format [99].
Alternatively, a 3D particle counter (IC 3D) has been developed for rapid enumeration of positive
droplets directly in the collection vial, which alleviates the need for further manipulation of the
emulsion [100]. IC 3D is based on a horizontal microscope whose confocal volume scans the whole
emulsion by rotating and moving the collection vial. More classic approaches include wide field
detection strategies that have been implemented to image droplets arranged in 2D arrays or crystals
(Figure 9c) [43,87]. This approach is cheaper and easier to implement, as it does not require any optical
alignment. This format also permits real-time detection and melting-curve analysis, which provide
efficient strategies to reject any spurious amplification that may be present at high number of
thermal cycles.

Minimizing the need for specialized equipment to perform partitioning represents an important
technological trend. Microfluidic droplets have been generated using gradient of confinement, a
method similar to step emulsification that permits to simplify actuation of the oil phase (Figure 9d) [87].
Interestingly, both step emulsificators [101] and droplet generators [88] have been adapted to actuation
by centrifuges typically found in laboratories (Figure 9e). In addition to simplifying the set-up and
streamlining the workflow, those approaches can increase sample throughput by enabling simultaneous
encapsulation of multiple samples.

4.4. Conclusion of Hypercompartmentalization

A wide range of microfluidic approaches has been used to implement dPCR (Table 2). dPCR
platforms aim at providing the optimal performance for dPCR by delivering a high number of partitions
with limited volume variations and a large total reaction volume. dPCR technologies can be classified
according to the format of the partitions and the methods used to create them. The partition formats
include physical partitions and droplets. The principles underlying partitioning inform on the source
of volume variation, the density of partitions that can be achieved and the simplicity of the set-up
to perform partitioning. The basic principles involved in partitioning include: (1) direct mechanical
shearing in microvalve-based arrays or in some cases of open arrays of microwells; (2) viscous shearing
in the case of the SlipChip format and droplet generators; (3) pinning to control partitioning by
immiscible oil in arrayed chambers or arrays of microwells, as well as to control passive filling of
arrays of staggered traps; and (4) gradient of Laplace pressure to generate droplets.

Cost-effective manufacturing is also a critical factor for high volume or commercial applications,
and plastic injection molding is preferred over PDMS. There is a trend towards simplifying the
actuation, which will lower the cost of those platforms, reduce the hands-on time and support the
widespread adoption of dPCR. dPCR platforms currently lack the sample multiplexing capability
of qPCR.
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Table 2. Summary of partitioning platforms for dPCR.

Partitioning
Method

Number of
Partitions

Volume of
Partitions Principles Reference

microfluidic valving 104 10 nL relies on the elasticity of the material [56]
SlipChip 104 10 nL slipping for partitioning [16,52,66]

open arrays of
microwells 105 10 pL both active and passive strategies

demonstrated [61–64,67]

microfluidic chambers 106 10 pL pinning of the oil interface to
isolate chambers [37]

self-digitization 104 10 nL plug splitting within a network of
chambers pre-wet with immiscible oil [76,81]

self-filling 103 10 nL control of the pinned interfaces for
controlled filling [69]

spinning disk 103 10 nL [75]
droplet generator 104–106 101–102 pL droplets used as partitions [40,43,87,88,101–105]

5. Detection Methods and Multiplexing Approaches in dPCR

Similarly to qPCR, dPCR uses two main types of chemistries for the detection of nucleic acid:
DNA intercalating dyes and hydrolysis-based probes [106]. Both detection methods generate a
fluorescent signal that is proportional to the amount of DNA. DNA-binding dyes intercalate into
double-stranded DNA (dsDNA). Upon interaction with dsDNA, DNA-binding dyes are stabilized
into an excited state that results into a strong fluorescence. DNA-binding dyes are non-specific
and interact with double-stranded DNA molecules irrespective of their sequence. By contrast,
hydrolysis-based probes are sequence specific and different chemistries are used. In the 5′-nuclease
methods, the fluorescent-labeled oligonucleotide probe is cleaved by the 5′ to 3′ exonuclease activity
of the DNA polymerase after it hybridizes to the target sequence. The fluorescent reporter dye located
at the 5’ end of the oligonucleotide probe is released and generates a fluorescent signal.

Multiplexed qPCR assays permit to simultaneously detect multiple targets in a single reaction
using probes labeled with different fluorescent dyes. The number of target sequences that can be
quantified concurrently by qPCR is thus spectrally limited by the spectral bandwidth of detection and
the fluorescent characteristics of the dyes.

In multiplexed dPCR assays, the different target sequences can be coded not only with different
fluorescent colors but also with different fluorescence intensities [104,105]. This strategy is enabled by
the isolation of target sequences into independent microreactors combined with end-point detection
(plateau phase of PCR). The total number of targets in a single reaction is a combination of the number
of colors and the number of intensities that can be distinguished [102] (Figure 10). The fluorescent
intensity of the signal is controlled via the concentration of the fluorescent-labeled probes [105,107].
Alternatively, DNA intercalating dyes can be used to differentiate amplicons of different sizes
because the fluorescence generated is proportional to the number of molecules intercalated [103].
The multiplexing strategy in dPCR can be implemented with various schemes to address specific
applications [108].

The sample can be encapsulated directly with the different assays in a one-step manipulation
because dPCR avoids template competition. Multiplexed dPCR assays highlight the importance
of robust algorithms for data thresholding and clustering [109]. Multiplexing using fluorescence
levels assumes that different targets are isolated in different partitions. This ensures non-competing
conditions and a simple correspondence between signal intensity and target identity.
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6. Beyond PCR

6.1. Isothermal Amplification

Although PCR is established as the method of choice for molecular diagnostics, it presents
several fundamental limitations such as high cost of equipment and sensitivity to inhibitors [110].
These limitations have led to the emergence of alternative nucleic acid amplification technologies
(NAATS). Among them are methods that achieve nucleic acid amplification at a single reaction
temperature obviating the need for thermal cycling. These isothermal amplification methods offer
potential advantages over PCR-based approaches including speed, low cost, and simplicity of operation.
Importantly, they exhibit an efficiency of amplification like that of PCR, and they promise a more
manageable implementation in resource-limited settings.

A wide variety of isothermal nucleic acid amplification technologies have been developed such
as rolling circle amplification (RCA) [111], nucleic-acid sequence-based amplification (NASBA) [112],
loop-mediated amplification (LAMP) [113], multiple displacement amplification (MDA) [114],
helicase-dependent amplification (HDA) [115], recombinase polymerase amplification (RPA) [116],
strand-displacement amplification (SDA) [117], and exponential amplification reaction (EXPAR) [118,119].
The underlying chemical principles of the isothermal amplification reactions are specific to each method
and may rely on the use of multiple primers and several enzymes. Furthermore, the use of a specific
technology is determined by the user’s application. Recently, isothermal amplification in a digital format
has been implemented using LAMP [101,120], RPA [66,74], RCA [55], MDA [121] and EXPAR [122].

6.2. Digital Isothermal Amplification Systems

A digital quantification system using RCA enables the detection of nucleic acids or proteins
at the single-molecule level [55]. After circularization of target templates via ligation of padlock
probes, the target templates are amplified using RCA and labeled with fluorophore molecule-tagged
probes. The system was successfully applied for the quantification of Vibrio cholera, the causative
agent of cholera. A digital RPA has been implemented on a SlipChip device allowing more than
1000 nanoliter-scale RPA reactions to occur simultaneously. The performance of the system was
validated by detecting a single molecule of the methicillin-resistant Staphylococcus aureus (MRSA)
genomic DNA [66]. SlipChip devices were also used for the quantification of viral RNA using digital
reverse transcription-loop-mediated isothermal amplification (dRT-LAMP) [26,123]. Recently, a digital
LAMP (dLAMP) SlipChip assay was developed to determine within less than 30 min the phenotypic
antibiotic susceptibility of E. coli from urine specimens [120]. dLAMP was also implemented using
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the droplet format [124]. A digital MDA assay was reported to successfully investigate levels of DNA
contaminant in sample preparations and commercial reagents [121]. EXPAR, which relies on the
cooperative action of a DNA polymerase and a nicking enzyme, has been combined with the IC 3D
detection system to quantify the amount of the Let-7a miRNA directly from plasma [122].

Some of these studies have compared the performance of digital isothermal amplification with
dPCR. Digital MDA was found to be several orders of magnitude more sensitive than dPCR to quantify
contaminant DNA. This result emphasizes the fact that MDA is not sequence-specific and unlike PCR,
it does not require intact genomic DNA to generate a positive signal [121]. dLAMP was found to be
less sensitive than dPCR for the detection and quantification of human cytomegalovirus (hCMV) [125].
The same observations were observed using droplet digital PCR [126,127].

In other instances, dLAMP and dPCR provided very similar results for the detection of E. coli
DNA using a centrifuge-driven emulsification approach [124]. A dLAMP assay detected the presence
of E. coli in urine samples within 7 min, while it required 2 h with droplet dPCR [120]. Despite its
advantages, dLAMP relies on multi-step protocols that increase inter-assays variability. dRPA and
dPCR performed on a SlipChip device exhibited comparable performance when quantifying MRSA
genomic DNA [66]. However, RPA is sensitive to the presence of secondary structures and may require
the use of chemical enhancers to disrupt those structures [66]. dPCR may also be preferred because
reagents and template can be loaded onto devices as one mixed solution.

Overall, few studies have thoroughly compared digital assays based on isothermal amplification
and PCR. This stems from the fact that isothermal NAATs and digital assays are both very recent
technologies. There is a need for detailed evaluation and comparison of isothermal amplification with
PCR in digital assays. Thus far, digital isothermal quantification does not necessarily demonstrate
superior performance when compared to dPCR and have not fully delivered on their promise of
simplified assays. Digital isothermal quantification relies on multi-step workflows, may require assays
to be prepared at 4 ◦C to prevent spurious amplification or necessitate tight temperature control for
optimal amplification [71]. Digital quantification is a relatively immature technology compared to
that of qPCR. The field of isothermal amplification is rapidly evolving, and novel methods that can be
transposed to a digital format will undoubtedly emerge.

7. Experimental Comparison of dPCR and qPCR

dPCR is expected to show higher resilience to inhibitors because target sequences are efficiently
concentrated in smaller volumes. Several studies have reported the higher tolerance of dPCR to
diverse types of inhibitors as compared to qPCR [44,125,126,128–131]. However, resilience to inhibitors
depends specifically on the inhibitory agent [125]. It is thus unsafe to generalize, and each reagent
and known inhibitors should be assessed thoroughly for its potential inhibitory effect [125]. dPCR
may be especially useful for clinical specimens such as stool, sputum, and tissues known to contain
many inhibitors [125,126]. Unexpectedly, a study reported that dPCR underperformed with clinical
samples but not when using DNA standards [127]. However, the optimization of the assay was
questioned [132].

dPCR outperforms qPCR in the analysis of copy number variation [13,33,105], and in the
analysis of mutant abundance in viral [132] and cancer [133,134] studies. dPCR exhibited higher
precision with a decreased coefficient of variation for the quantification of HIV DNA [135] or serum
miRNAs [136] using droplet dPCR. In agreement with statistical considerations, dPCR precision
depends on both the number of replicates and the template concentration [33]. Interestingly, RT-dPCR
can reveal the unexpected variability in transcript levels of genes commonly used as references in
RT-qPCR [137]. Concerns were also raised that the precision of dPCR could suffer from false positives
in the quantification of HIV RNA [138].

A comparative evaluation of the performance between an established real-time qPCR assay and a
droplet dPCR assay showed comparable detection sensitivity for the quantification of HIV-1 DNA with
either droplet dPCR [139] or the SlipChip platform [66]. In other studies, RT-ddPCR and RT-dPCR
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showed less sensitivity than RT-qPCR at low viral load for the quantification of CMV RNA [125,127] or
HIV RNA [138]. In contrast, RT-dPCR showed higher sensitivity than RT-qPCR for the detection of the
biomarker BCR-ABL when combined with a pre-amplification step [140], but did not perform as well
without pre-amplification [137]. The lower sensitivity of dPCR compared to qPCR is mostly attributed
to the difference in the total reaction volume [13,125,127]. Interestingly, a side by side comparison
between a dPCR assay performed on a Megapixel device and a qPCR assay revealed similar dynamic
ranges [37]. These results are consistent with the fact that qPCR can be limited by non-template
amplification in the lower range of concentration, and by the DNA-dependent inhibition of PCR in the
upper range of target concentration.

The calibration-free nature of dPCR should confer an advantage on assay reproducibility [13].
In comparison, it is well documented that qPCR suffers from poor reproducibility [4–7]. Coefficient
of variation are generally lower when using dPCR compared to qPCR; however, data comparing
the day-to-day or inter-laboratory reproducibility of dPCR and qPCR are sparse. In one such study,
ddPCR showcased much higher day-to-day reproducibility in the quantification of miRNAs in serum
compared to qPCR [136].

Despite the relatively limited number of thorough studies that compare the performance of
dPCR and qPCR side-by-side, a few key points emerge: (1) small partition volume contributes to
dPCR resilience to a large variety of inhibitors; (2) dPCR is more precise for quantifying relative
abundance (e.g., CNV, mutant allele burden); (3) dPCR suffers from lower sensitivity for absolute
quantification, which is attributed to its smaller reaction volume. A key argument that could support
the widespread use of dPCR in clinical settings would be its expected high technical reproducibility;
however, day-to-day and inter-laboratory reproducibility of dPCR has yet to be rigorously assessed.

8. Conclusions

dPCR reduces the quantification of a target sequence to the enumeration of a series of positive
and negative amplification reactions, thus converting a continuous or analog signal into a series of
binary or digital signals. dPCR has been enabled by advances in microfluidics that provide efficient
methods to create many independent reactors.

It is critical to understand the statistical foundations of dPCR to interpret data and appreciate
the design parameters that define its performance. The key design parameters of dPCR platforms
include the number of partitions, the volume of individual partitions, the total reaction volume and
the variation of partition volume. The statistical precision of dPCR is further compounded by the
variability of sample preparation and the rate of molecular dropouts and false positives.

A wide range of microfluidic approaches has been used to develop dPCR platforms. The partitioning
methods inform on the source of volume variation, the density of partitions that can be created and the
simplicity of the experimental set-up. Through the rapid evolution of the platform technologies there
is a clear trend towards simpler actuation, higher density of partitions, larger reaction volume, and the
use of microfabrication methods that support high volume manufacturing.

dPCR platforms currently lack the sample multiplexing of qPCR while providing unique assay
multiplexing capabilities. Isothermal amplification is an attractive alternative to PCR to reduce the
complexity of the instrument and to further improve tolerance to inhibitors. Thus far, none of the
emerging isothermal amplification techniques has exceeded PCR in terms of performance and assay
workflow. Finally, even though only a limited number of studies directly compare the performance of
dPCR and qPCR, it appears that dPCR is more resilient to inhibitors and provides higher precision for
quantifying relative abundance (e.g., CNV) of target sequences. However, dPCR currently exhibits
lower sensitivity compared to qPCR.

dPCR is an emerging technology that may outperform qPCR in clinical applications thanks to its
robustness and promised technical reproducibility. Microfluidic technologies have played a central
role in enabling the revolution of digital quantification. They provided efficient methods to perform



Sensors 2018, 18, 1271 21 of 27

sample partitioning, which is at the core of the dPCR concept. Importantly, microfluidics is a very
active field that keeps providing new and creative solutions to improve current platform performance.

Acknowledgments: This work was supported by a grant from NIH-NCI (RO1 CA181595).

Author Contributions: All the authors were involved in the conception and writing of the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Arya, M.; Shergill, I.S.; Williamson, M.; Gommersall, L.; Arya, N.; Patel, H.R. Basic Principles of Real-Time
Quantitative PCR. Expert Rev. Mol. Diagn. 2005, 5, 209–219. [CrossRef] [PubMed]

2. Bustin, S.A.; Benes, V.; Garson, J.A.; Hellemans, J.; Huggett, J.; Kubista, M.; Mueller, R.; Nolan, T.; Pfaffl, M.W.;
Shipley, G.L.; et al. The MIQE Guidelines: Minimum Information for Publication of Quantitative Real-Time
PCR Experiments. Clin. Chem. 2009, 55, 611–622. [CrossRef] [PubMed]

3. Svec, D.; Tichopad, A.; Novosadova, V.; Pfaffl, M.W.; Kubista, M. How Good Is a PCR Efficiency Estimate:
Recommendations for Precise and Robust qPCR Efficiency Assessments. Biomol. Detect. Quantif. 2015, 3,
9–16. [CrossRef] [PubMed]

4. Bustin, S.A.; Benes, V.; Garson, J.; Hellemans, J.; Huggett, J.; Kubista, M.; Mueller, R.; Nolan, T.; Pfaffl, M.W.;
Shipley, G. The Need for Transparency and Good Practices in the qPCR Literature. Nat. Methods 2013, 10,
1063–1067. [CrossRef] [PubMed]

5. Dijkstra, J.R.; van Kempen, L.C.; Nagtegaal, I.D.; Bustin, S.A. Critical Appraisal of Quantitative PCR Results
in Colorectal Cancer Research: Can We Rely on Published qPCR Results? Mol. Oncol. 2014, 8, 813–818.
[CrossRef] [PubMed]

6. Hayden, R.T.; Hokanson, K.M.; Pounds, S.B.; Bankowski, M.J.; Belzer, S.W.; Carr, J.; Diorio, D.; Forman, M.S.;
Joshi, Y.; Hillyard, D.; et al. Multicenter Comparison of Different Real-Time PCR Assays for Quantitative
Detection of Epstein-Barr Virus. J. Clin. Microbiol. 2008, 46, 157–163. [CrossRef] [PubMed]

7. Zhang, T.; Grenier, S.; Nwachukwu, B.; Wei, C.; Lipton, J.H.; Suzanne, K.-R. Inter-Laboratory Comparison of
Chronic Myeloid Leukemia Minimal Residual Disease Monitoring. J. Mol. Diagn. 2007, 9, 421–430. [CrossRef]
[PubMed]

8. Kalinina, O.; Lebedeva, I.; Brown, J.; Silver, J. Nanoliter Scale PCR with TaqMan Detection. Nucleic Acids Res.
1997, 25, 1999–2004. [CrossRef] [PubMed]

9. Sykes, P.J.; Neoh, S.H.; Brisco, M.J.; Hughes, E.; Condon, J.; Morley, A.A. Quantitation of Targets for PCR by
Use of Limiting Dilution. Biotechniques 1992, 13, 444–449. [PubMed]

10. Vogelstein, B.; Kinzler, K.W. Digital PCR. Proc. Natl. Acad. Sci. USA 1999, 96, 9236–9241. [CrossRef] [PubMed]
11. Dube, S.; Qin, J.; Ramakrishnan, R. Mathematical Analysis of Copy Number Variation in a DNA Sample

Using Digital PCR on a Nanofluidic Device. PLoS ONE 2008, 3, e2876. [CrossRef] [PubMed]
12. Whale, A.S.; Cowen, S.; Foy, C.A.; Huggett, J.F. Methods for Applying Accurate Digital PCR Analysis on

Low Copy DNA Samples. PLoS ONE 2013, 8, e58177. [CrossRef] [PubMed]
13. Huggett, J.F.; Foy, C.A.; Benes, V.; Emslie, K.; Garson, J.A.; Haynes, R.; Hellemans, J.; Kubista, M.; Mueller, R.D.;

Nolan, T.; et al. The Digital MIQE Guidelines: Minimum Information for Publication of Quantitative Digital
PCR Experiments. Clin. Chem. 2013, 59, 892–902. [CrossRef] [PubMed]

14. Wallis, S. Binomial Confidence Intervals and Contingency Tests: Mathematical Fundamentals and the
Evaluation of Alternative Methods. J. Quant. Linguist. 2013, 20, 178–208. [CrossRef]

15. Brown, L.D.; Cai, T.T.; Das Gupta, A. Interval Estimation for a Binomial Proportion. Stat. Sci. 2001, 16,
101–133.

16. Shen, F.; Du, W.; Kreutz, J.E.; Fok, A.; Ismagilov, R.F. Digital PCR on a Slipchip. Lab Chip 2010, 10, 2666–2672.
[CrossRef] [PubMed]

17. Wilson, E.B. Probable Inference, the Law of Succession, and Statistical Inference. J. Am. Stat. Assoc. 1927, 22,
209–212. [CrossRef]

18. Ziegler, N.R.; Halvorson, H.O. Application of Statistics to Problems in Bacteriology: IV. Experimental
Comparison of the Dilution Method, the Plate Count, and the Direct Count for the Determination of Bacterial
Populations. J. Bacteriol. 1935, 29, 609–634. [PubMed]

http://dx.doi.org/10.1586/14737159.5.2.209
http://www.ncbi.nlm.nih.gov/pubmed/15833050
http://dx.doi.org/10.1373/clinchem.2008.112797
http://www.ncbi.nlm.nih.gov/pubmed/19246619
http://dx.doi.org/10.1016/j.bdq.2015.01.005
http://www.ncbi.nlm.nih.gov/pubmed/27077029
http://dx.doi.org/10.1038/nmeth.2697
http://www.ncbi.nlm.nih.gov/pubmed/24173381
http://dx.doi.org/10.1016/j.molonc.2013.12.016
http://www.ncbi.nlm.nih.gov/pubmed/24423493
http://dx.doi.org/10.1128/JCM.01252-07
http://www.ncbi.nlm.nih.gov/pubmed/17989187
http://dx.doi.org/10.2353/jmoldx.2007.060134
http://www.ncbi.nlm.nih.gov/pubmed/17690211
http://dx.doi.org/10.1093/nar/25.10.1999
http://www.ncbi.nlm.nih.gov/pubmed/9115368
http://www.ncbi.nlm.nih.gov/pubmed/1389177
http://dx.doi.org/10.1073/pnas.96.16.9236
http://www.ncbi.nlm.nih.gov/pubmed/10430926
http://dx.doi.org/10.1371/journal.pone.0002876
http://www.ncbi.nlm.nih.gov/pubmed/18682853
http://dx.doi.org/10.1371/journal.pone.0058177
http://www.ncbi.nlm.nih.gov/pubmed/23472156
http://dx.doi.org/10.1373/clinchem.2013.206375
http://www.ncbi.nlm.nih.gov/pubmed/23570709
http://dx.doi.org/10.1080/09296174.2013.799918
http://dx.doi.org/10.1039/c004521g
http://www.ncbi.nlm.nih.gov/pubmed/20596567
http://dx.doi.org/10.1080/01621459.1927.10502953
http://www.ncbi.nlm.nih.gov/pubmed/16559814


Sensors 2018, 18, 1271 22 of 27

19. Halvorson, H.O.; Ziegler, N.R. Application of Statistics to Problems in Bacteriology: I. A Means of
Determining Bacterial Population by the Dilution Method. J. Bacteriol. 1933, 25, 101–121. [PubMed]

20. Halvorson, H.O. Application of Statistics to Problems in Bacteriology: II. A Consideration of the Accuracy of
Dilution Data Obtained by Using a Single Dilution. J. Bacteriol. 1933, 26, 331–339. [PubMed]

21. Halvorson, H.O. Application of Statistics to Problems in Bacteriology: III. A Consideration of the Accuracy
of Dilution Data Obtained by Using Several Dilutions. J. Bacteriol. 1933, 26, 559–567. [PubMed]

22. Cochran, W.G. Estimation of Bacterial Densities by Means of the Most Probable Number. Biometrics 1950, 6,
105–116. [CrossRef] [PubMed]

23. Garthright, W.E.; Blodgett, R.J. FDA’S Preferred MPN Methods for Standard, Large or Unusual Tests, with a
Spreadsheet. Food Microbiol. 2003, 20, 439–445. [CrossRef]

24. Kiss, M.M.; Ortoleva-Donnelly, L.; Beer, N.R.; Warner, J.; Bailey, C.G.; Colston, B.W.; Rothberg, J.M.; Link, D.R.;
Leamon, J.H. High-Throughput Quantitative Polymerase Chain Reaction in Picoliter Droplets. Anal. Chem.
2008, 80, 8975–8981. [CrossRef] [PubMed]

25. Kreutz, J.E.; Munson, T.; Huynh, T.; Shen, F.; Du, W.; Ismagilov, R.F. Theoretical Design and Analysis of
Multivolume Digital Assays with Wide Dynamic Range Validated Experimentally with Microfluidic Digital
PCR. Anal. Chem. 2011, 83, 8158–8168. [CrossRef] [PubMed]

26. Shen, F.; Sun, B.; Kreutz, J.E.; Davydova, E.K.; Du, W.; Reddy, P.L.; Joseph, L.J.; Ismagilov, R.F. Multiplexed
Quantification of Nucleic Acids with Large Dynamic Range Using Multivolume Digital Rt-PCR on a
Rotational Slipchip Tested with HIV and Hepatitis C Viral Load. J. Am. Chem. Soc. 2011, 133, 17705–17712.
[CrossRef] [PubMed]

27. Wald, A. Sequential Analysis; John Wiley & Sons, Inc.: New York, NY, USA, 1947.
28. Shih, I.M.; Zhou, W.; Goodman, S.N.; Lengauer, C.; Kinzler, K.W.; Vogelstein, B. Evidence That Genetic

Instability Occurs at an Early Stage of Colorectal Tumorigenesis. Cancer Res. 2001, 61, 818–822. [PubMed]
29. Zhou, W.; Galizia, G.; Goodman, S.N.; Romans, K.E.; Kinzler, K.W.; Vogelstein, B.; Choti, M.A.; Montgomery, E.A.

Counting Alleles Reveals a Connection between Chromosome 18q Loss and Vascular Invasion. Nat. Biotechnol.
2001, 19, 78–81. [CrossRef] [PubMed]

30. Singer, G.; Kurman, R.J.; Chang, H.W.; Cho, S.K.; Shih, I.M. Diverse Tumorigenic Pathways in Ovarian
Serous Carcinoma. Lab. Investig. 2002, 82, 211A. [CrossRef]

31. Chang, H.W.; Ali, S.Z.; Cho, S.K.R.; Kurman, R.J.; Shih, I.M. Detection of Allelic Imbalance in Ascitic
Supernatant by Digital Single Nucleotide Polymorphism Analysis. Clin. Cancer Res. 2002, 8, 2580–2585.
[PubMed]

32. Lo, Y.M.; Lun, F.M.; Chan, K.C.; Tsui, N.B.; Chong, K.C.; Lau, T.K.; Leung, T.Y.; Zee, B.C.; Cantor, C.R.;
Chiu, R.W. Digital PCR for the Molecular Detection of Fetal Chromosomal Aneuploidy. Proc. Natl. Acad.
Sci. USA 2007, 104, 13116–13121. [CrossRef] [PubMed]

33. Whale, A.S.; Huggett, J.F.; Cowen, S.; Speirs, V.; Shaw, J.; Ellison, S.; Foy, C.A.; Scott, D.J. Comparison
of Microfluidic Digital PCR and Conventional Quantitative PCR for Measuring Copy Number Variation.
Nucleic Acids Res. 2012, 40, e82. [CrossRef] [PubMed]

34. Hirschfeld, T. Limits Ofanalysis. Anal. Chem. 1976, 48, 16A–18A. [CrossRef]
35. Debski, P.R.; Garstecki, P. Designing and Interpretation of Digital Assays: Concentration of Target in the

Sample and in the Source of Sample. Biomol. Detect. Quantif. 2016, 10, 24–30. [CrossRef] [PubMed]
36. Bhat, S.; Herrmann, J.; Armishaw, P.; Corbisier, P.; Emslie, K.R. Single Molecule Detection in Nanofluidic

Digital Array Enables Accurate Measurement of DNA Copy Number. Anal. Bioanal. Chem. 2009, 394,
457–467. [CrossRef] [PubMed]

37. Heyries, K.A.; Tropini, C.; Vaninsberghe, M.; Doolin, C.; Petriv, O.I.; Singhal, A.; Leung, K.; Hughesman, C.B.;
Hansen, C.L. Megapixel Digital PCR. Nat. Methods 2011, 8, 649–651. [CrossRef] [PubMed]

38. Kallioniemi, O.P.; Kallioniemi, A.; Kurisu, W.; Thor, A.; Chen, L.C.; Smith, H.S.; Waldman, F.M.; Pinkel, D.;
Gray, J.W. ERBB2 Amplification in Breast Cancer Analyzed by Fluorescence in Situ Hybridization. Proc. Natl.
Acad. Sci. USA 1992, 89, 5321–5325. [CrossRef] [PubMed]

39. Roberts, C.H.; Jiang, W.; Jayaraman, J.; Trowsdale, J.; Holland, M.J.; Traherne, J.A. Killer-Cell Immunoglobulin-Like
Receptor Gene Linkage and Copy Number Variation Analysis by Droplet Digital PCR. Genome Med. 2014, 6, 20.
[CrossRef] [PubMed]

http://www.ncbi.nlm.nih.gov/pubmed/16559606
http://www.ncbi.nlm.nih.gov/pubmed/16559660
http://www.ncbi.nlm.nih.gov/pubmed/16559678
http://dx.doi.org/10.2307/3001491
http://www.ncbi.nlm.nih.gov/pubmed/15420239
http://dx.doi.org/10.1016/S0740-0020(02)00144-2
http://dx.doi.org/10.1021/ac801276c
http://www.ncbi.nlm.nih.gov/pubmed/19551929
http://dx.doi.org/10.1021/ac201658s
http://www.ncbi.nlm.nih.gov/pubmed/21981344
http://dx.doi.org/10.1021/ja2060116
http://www.ncbi.nlm.nih.gov/pubmed/21995644
http://www.ncbi.nlm.nih.gov/pubmed/11221861
http://dx.doi.org/10.1038/83572
http://www.ncbi.nlm.nih.gov/pubmed/11135558
http://dx.doi.org/10.1016/S0002-9440(10)62549-7
http://www.ncbi.nlm.nih.gov/pubmed/12171887
http://dx.doi.org/10.1073/pnas.0705765104
http://www.ncbi.nlm.nih.gov/pubmed/17664418
http://dx.doi.org/10.1093/nar/gks203
http://www.ncbi.nlm.nih.gov/pubmed/22373922
http://dx.doi.org/10.1021/ac60365a711
http://dx.doi.org/10.1016/j.bdq.2016.04.002
http://www.ncbi.nlm.nih.gov/pubmed/27990346
http://dx.doi.org/10.1007/s00216-009-2729-5
http://www.ncbi.nlm.nih.gov/pubmed/19288230
http://dx.doi.org/10.1038/nmeth.1640
http://www.ncbi.nlm.nih.gov/pubmed/21725299
http://dx.doi.org/10.1073/pnas.89.12.5321
http://www.ncbi.nlm.nih.gov/pubmed/1351679
http://dx.doi.org/10.1186/gm537
http://www.ncbi.nlm.nih.gov/pubmed/24597950


Sensors 2018, 18, 1271 23 of 27

40. Pinheiro, L.B.; Coleman, V.A.; Hindson, C.M.; Herrmann, J.; Hindson, B.J.; Bhat, S.; Emslie, K.R. Evaluation
of a Droplet Digital Polymerase Chain Reaction Format for DNA Copy Number Quantification. Anal. Chem.
2011, 84, 1003–1011. [CrossRef] [PubMed]

41. Huggett, J.F.; Cowen, S.; Foy, C.A. Considerations for Digital PCR as an Accurate Molecular Diagnostic Tool.
Clin. Chem. 2015, 61, 79–88. [CrossRef] [PubMed]

42. Dong, L.; Meng, Y.; Sui, Z.; Wang, J.; Wu, L.; Fu, B. Comparison of Four Digital PCR Platforms for Accurate
Quantification of DNA Copy Number of a Certified Plasmid DNA Reference Material. Sci. Rep. 2015, 5,
13174. [CrossRef] [PubMed]

43. Hatch, A.C.; Fisher, J.S.; Tovar, A.R.; Hsieh, A.T.; Lin, R.; Pentoney, S.L.; Yang, D.L.; Lee, A.P. 1-Million Droplet
Array with Wide-Field Fluorescence Imaging for Digital PCR. Lab Chip 2011, 11, 3838–3845. [CrossRef]
[PubMed]

44. Taylor, S.C.; Laperriere, G.; Germain, H. Droplet Digital PCR Versus qPCR for Gene Expression Analysis
with Low Abundant Targets: From Variable Nonsense to Publication Quality Data. Sci. Rep. 2017, 7, 2409.
[CrossRef] [PubMed]

45. Zhu, Z.; Jenkins, G.; Zhang, W.; Zhang, M.; Guan, Z.; Yang, C.J. Single-Molecule Emulsion PCR in
Microfluidic Droplets. Anal. Bioanal. Chem. 2012, 403, 2127–2143. [CrossRef] [PubMed]

46. Bhat, S.; McLaughlin, J.L.H.; Emslie, K.R. Effect of Sustained Elevated Temperature Prior to Amplification
on Template Copy Number Estimation Using Digital Polymerase Chain Reaction. Analyst 2011, 136, 724–732.
[CrossRef] [PubMed]

47. Griffiths, K.R.; Burke, D.G.; Emslie, K.R. Quantitative Polymerase Chain Reaction: A Framework for
Improving the Quality of Results and Estimating Uncertainty of Measurement. Anal. Methods 2011, 3,
2201–2211. [CrossRef]

48. Sanders, R.; Huggett, J.F.; Bushell, C.A.; Cowen, S.; Scott, D.J.; Foy, C.A. Evaluation of Digital PCR for
Absolute DNA Quantification. Anal. Chem. 2011, 83, 6474–6484. [CrossRef] [PubMed]

49. Chang, H.W.; Lee, S.; Goodman, S.; Zhang, Z.; Chan, D.W.; Kurman, R.J.; Shih, I.M. Assessment of Plasma
DNA Levels, Allelic Imbalance, and CA-125 as Diagnostic Tests for Cancer. Cancer Epidemiol. Biomark. Prev.
2002, 11, 1198S. [CrossRef]

50. Hong, J.W.; Quake, S.R. Integrated Nanoliter Systems. Nat. Biotechnol. 2003, 21, 1179–1183. [CrossRef]
[PubMed]

51. Duffy, D.C.; McDonald, J.C.; Schueller, O.J.A.; Whitesides, G.M. Rapid Prototyping of Microfluidic Systems
in Poly(Dimethylsiloxane). Anal. Chem. 1998, 70, 4974–4984. [CrossRef] [PubMed]

52. Du, W.; Li, L.; Nichols, K.P.; Ismagilov, R.F. Slipchip. Lab Chip 2009, 9, 2286–2292. [CrossRef] [PubMed]
53. Hindson, B.J.; Ness, K.D.; Masquelier, D.A.; Belgrader, P.; Heredia, N.J.; Makarewicz, A.J.; Bright, I.J.;

Lucero, M.Y.; Hiddessen, A.L.; Legler, T.C.; et al. High-Throughput Droplet Digital PCR System for Absolute
Quantitation of DNA Copy Number. Anal. Chem. 2011, 83, 8604–8610. [CrossRef] [PubMed]

54. Li, H.; Xue, G.; Yeung, E.S. Selective Detection of Individual DNA Molecules by Capillary Polymerase Chain
Reaction. Anal. Chem. 2001, 73, 1537–1543. [CrossRef] [PubMed]

55. Jarvius, J.; Melin, J.; Goransson, J.; Stenberg, J.; Fredriksson, S.; Gonzalez-Rey, C.; Bertilsson, S.; Nilsson, M.
Digital Quantification Using Amplified Single-Molecule Detection. Nat. Methods 2006, 3, 725–727. [CrossRef]
[PubMed]

56. Unger, M.A.; Chou, H.P.; Thorsen, T.; Scherer, A.; Quake, S.R. Monolithic Microfabricated Valves and Pumps
by Multilayer Soft Lithography. Science 2000, 288, 113–116. [CrossRef] [PubMed]

57. Morrison, T.; Hurley, J.; Garcia, J.; Yoder, K.; Katz, A.; Roberts, D.; Cho, J.; Kanigan, T.; Ilyin, S.E.;
Horowitz, D.; et al. Nanoliter High Throughput Quantitative PCR. Nucleic Acids Res. 2006, 34, e123.
[CrossRef] [PubMed]

58. Jackman, R.J.; Duffy, D.C.; Ostuni, E.; Willmore, N.D.; Whitesides, G.M. Fabricating Large Arrays of
Microwells with Arbitrary Dimensions and Filling Them Using Discontinuous Dewetting. Anal. Chem. 1998,
70, 2280–2287. [CrossRef] [PubMed]

59. Akagi, Y.; Rao, S.R.; Morita, Y.; Tamiya, E. Optimization of Fluorescent Cell-Based Assays for High-Throughput
Analysis Using Microchamber Array Chip Formats. Sci. Technol. Adv. Mater. 2004, 5, 343–349. [CrossRef]

60. Cohen, D.E.; Schneider, T.; Wang, M.; Chiu, D.T. Self-Digitization of Sample Volumes. Anal. Chem. 2010, 82,
5707–5717. [CrossRef] [PubMed]

http://dx.doi.org/10.1021/ac202578x
http://www.ncbi.nlm.nih.gov/pubmed/22122760
http://dx.doi.org/10.1373/clinchem.2014.221366
http://www.ncbi.nlm.nih.gov/pubmed/25338683
http://dx.doi.org/10.1038/srep13174
http://www.ncbi.nlm.nih.gov/pubmed/26302947
http://dx.doi.org/10.1039/c1lc20561g
http://www.ncbi.nlm.nih.gov/pubmed/21959960
http://dx.doi.org/10.1038/s41598-017-02217-x
http://www.ncbi.nlm.nih.gov/pubmed/28546538
http://dx.doi.org/10.1007/s00216-012-5914-x
http://www.ncbi.nlm.nih.gov/pubmed/22451171
http://dx.doi.org/10.1039/C0AN00484G
http://www.ncbi.nlm.nih.gov/pubmed/21107463
http://dx.doi.org/10.1039/c1ay05069a
http://dx.doi.org/10.1021/ac103230c
http://www.ncbi.nlm.nih.gov/pubmed/21446772
http://dx.doi.org/10.1093/jnci/94.22.1697
http://dx.doi.org/10.1038/nbt871
http://www.ncbi.nlm.nih.gov/pubmed/14520403
http://dx.doi.org/10.1021/ac980656z
http://www.ncbi.nlm.nih.gov/pubmed/21644679
http://dx.doi.org/10.1039/b908978k
http://www.ncbi.nlm.nih.gov/pubmed/19636458
http://dx.doi.org/10.1021/ac202028g
http://www.ncbi.nlm.nih.gov/pubmed/22035192
http://dx.doi.org/10.1021/ac001125p
http://www.ncbi.nlm.nih.gov/pubmed/11321306
http://dx.doi.org/10.1038/nmeth916
http://www.ncbi.nlm.nih.gov/pubmed/16929318
http://dx.doi.org/10.1126/science.288.5463.113
http://www.ncbi.nlm.nih.gov/pubmed/10753110
http://dx.doi.org/10.1093/nar/gkl639
http://www.ncbi.nlm.nih.gov/pubmed/17000636
http://dx.doi.org/10.1021/ac971295a
http://www.ncbi.nlm.nih.gov/pubmed/21644640
http://dx.doi.org/10.1016/j.stam.2004.01.011
http://dx.doi.org/10.1021/ac100713u
http://www.ncbi.nlm.nih.gov/pubmed/20550137


Sensors 2018, 18, 1271 24 of 27

61. Matsubara, Y.; Kerman, K.; Kobayashi, M.; Yamamura, S.; Morita, Y.; Takamura, Y.; Tamiya, E. On-Chip
Nanoliter-Volume Multiplex Taqman Polymerase Chain Reaction from a Single Copy Based on Counting
Fluorescence Released Microchambers. Anal. Chem. 2004, 76, 6434–6439. [CrossRef] [PubMed]

62. Kinpara, T.; Mizuno, R.; Murakami, Y.; Kobayashi, M.; Yamaura, S.; Hasan, Q.; Morita, Y.; Nakano, H.;
Yamane, T.; Tamiya, E. A Picoliter Chamber Array for Cell-Free Protein Synthesis. J. Biochem. 2004, 136,
149–154. [CrossRef] [PubMed]

63. Wiktor, P.; Brunner, A.; Kahn, P.; Qiu, J.; Magee, M.; Bian, X.; Karthikeyan, K.; LaBaer, J. Microreactor Array
Device. Sci. Rep. 2015, 5, 8736. [CrossRef] [PubMed]

64. Dimov, I.K.; Lu, R.; Lee, E.P.; Seita, J.; Sahoo, D.; Park, S.; Weissman, I.L.; Lee, L.P. Discriminating Cellular
Heterogeneity Using Microwell-Based RNA Cytometry. Nat. Commun. 2014, 5, 3451. [CrossRef] [PubMed]

65. Ottesen, E.A.; Hong, J.W.; Quake, S.R.; Leadbetter, J.R. Microfluidic Digital PCR Enables Multigene Analysis
of Individual Environmental Bacteria. Science 2006, 314, 1464–1467. [CrossRef] [PubMed]

66. Shen, F.; Davydova, E.K.; Du, W.; Kreutz, J.E.; Piepenburg, O.; Ismagilov, R.F. Digital Isothermal
Quantification of Nucleic Acids via Simultaneous Chemical Initiation of Recombinase Polymerase
Amplification Reactions on Slipchip. Anal. Chem. 2011, 83, 3533–3540. [CrossRef] [PubMed]

67. Ostuni, E.; Chen, C.S.; Ingber, D.E.; Whitesides, G.M. Selective Deposition of Proteins and Cells in Arrays of
Microwells. Langmuir 2001, 17, 2828–2834. [CrossRef]

68. Reddy, S.; Schunk, P.R.; Bonnecaze, R.T. Dynamics of Low Capillary Number Interfaces Moving through
Sharp Features. Phys. Fluids 2005, 17, 122104. [CrossRef]

69. Sposito, A.J.; DeVoe, D.L. Staggered Trap Arrays for Robust Microfluidic Sample Digitization. Lab Chip 2017,
17, 4105–4112. [CrossRef] [PubMed]

70. Vulto, P.; Podszun, S.; Meyer, P.; Hermann, C.; Manz, A.; Urban, G.A. Phaseguides: A Paradigm Shift in
Microfluidic Priming and Emptying. Lab Chip 2011, 11, 1596–1602. [CrossRef] [PubMed]

71. Zhu, Q.; Gao, Y.; Yu, B.; Ren, H.; Qiu, L.; Han, S.; Jin, W.; Jin, Q.; Mu, Y. Self-Priming Compartmentalization
Digital Lamp for Point-of-Care. Lab Chip 2012, 12, 4755–4763. [CrossRef] [PubMed]

72. Tian, Q.; Song, Q.; Xu, Y.; Zhu, Q.; Yu, B.; Jin, W.; Jin, Q.; Mu, Y. A Localized Temporary Negative Pressure
Assisted Microfluidic Device for Detecting Keratin 19 in A549 Lung Carcinoma Cells with Digital PCR.
Anal. Methods 2015, 7, 2006–2011. [CrossRef]

73. Ma, Y.-D.; Chang, W.-H.; Luo, K.; Wang, C.-H.; Liu, S.-Y.; Yen, W.-H.; Lee, G.-B. Digital Quantification of
DNA via Isothermal Amplification on a Self-Driven Microfluidic Chip Featuring Hydrophilic Film-Coated
Polydimethylsiloxane. Biosens. Bioelectron. 2018, 99, 547–554. [CrossRef] [PubMed]

74. Gansen, A.; Herrick, A.M.; Dimov, I.K.; Lee, L.P.; Chiu, D.T. Digital Lamp in a Sample Self-Digitization (SD)
Chip. Lab Chip 2012, 12, 2247–2254. [CrossRef] [PubMed]

75. Sundberg, S.O.; Wittwer, C.T.; Gao, C.; Gale, B.K. Spinning Disk Platform for Microfluidic Digital Polymerase
Chain Reaction. Anal. Chem. 2010, 82, 1546–1550. [CrossRef] [PubMed]

76. Thompson, A.M.; Gansen, A.; Paguirigan, A.L.; Kreutz, J.E.; Radich, J.P.; Chiu, D.T. Self-Digitization
Microfluidic Chip for Absolute Quantification of Mrna in Single Cells. Anal. Chem. 2014, 86, 12308–12314.
[CrossRef] [PubMed]

77. Tice, J.D.; Song, H.; Lyon, A.D.; Ismagilov, R.F. Formation of Droplets and Mixing in Multiphase Microfluidics
at Low Values of the Reynolds and the Capillary Numbers. Langmuir 2003, 19, 9127–9133. [CrossRef]

78. Boukellal, H.; Selimovic, S.; Jia, Y.; Cristobal, G.; Fraden, S. Simple, Robust Storage of Drops and Fluids in a
Microfluidic Device. Lab Chip 2009, 9, 331–338. [CrossRef] [PubMed]

79. Link, D.R.; Anna, S.L.; Weitz, D.A.; Stone, H.A. Geometrically Mediated Breakup of Drops in Microfluidic
Devices. Phys. Rev. Lett. 2004, 92, 054503. [CrossRef] [PubMed]

80. Tan, Y.-C.; Fisher, J.S.; Lee, A.I.; Cristini, V.; Lee, A.P. Design of Microfluidic Channel Geometries for the
Control of Droplet Volume, Chemical Concentration, and Sorting. Lab Chip 2004, 4, 292–298. [CrossRef]
[PubMed]

81. Schneider, T.; Yen, G.S.; Thompson, A.M.; Burnham, D.R.; Chiu, D.T. Self-Digitization of Samples into a
High-Density Microfluidic Bottom-Well Array. Anal. Chem. 2013, 85, 10417–10423. [CrossRef] [PubMed]

82. Holtze, C.; Rowat, A.C.; Agresti, J.J.; Hutchison, J.B.; Angile, F.E.; Schmitz, C.H.; Koster, S.; Duan, H.;
Humphry, K.J.; Scanga, R.A.; et al. Biocompatible Surfactants for Water-in-Fluorocarbon Emulsions. Lab Chip
2008, 8, 1632–1639. [CrossRef] [PubMed]

http://dx.doi.org/10.1021/ac0497149
http://www.ncbi.nlm.nih.gov/pubmed/15516138
http://dx.doi.org/10.1093/jb/mvh102
http://www.ncbi.nlm.nih.gov/pubmed/15496584
http://dx.doi.org/10.1038/srep08736
http://www.ncbi.nlm.nih.gov/pubmed/25736721
http://dx.doi.org/10.1038/ncomms4451
http://www.ncbi.nlm.nih.gov/pubmed/24667995
http://dx.doi.org/10.1126/science.1131370
http://www.ncbi.nlm.nih.gov/pubmed/17138901
http://dx.doi.org/10.1021/ac200247e
http://www.ncbi.nlm.nih.gov/pubmed/21476587
http://dx.doi.org/10.1021/la001372o
http://dx.doi.org/10.1063/1.2140691
http://dx.doi.org/10.1039/C7LC00846E
http://www.ncbi.nlm.nih.gov/pubmed/29090708
http://dx.doi.org/10.1039/c0lc00643b
http://www.ncbi.nlm.nih.gov/pubmed/21394334
http://dx.doi.org/10.1039/c2lc40774d
http://www.ncbi.nlm.nih.gov/pubmed/22986619
http://dx.doi.org/10.1039/C4AY02604G
http://dx.doi.org/10.1016/j.bios.2017.08.026
http://www.ncbi.nlm.nih.gov/pubmed/28823979
http://dx.doi.org/10.1039/c2lc21247a
http://www.ncbi.nlm.nih.gov/pubmed/22399016
http://dx.doi.org/10.1021/ac902398c
http://www.ncbi.nlm.nih.gov/pubmed/20085301
http://dx.doi.org/10.1021/ac5035924
http://www.ncbi.nlm.nih.gov/pubmed/25390242
http://dx.doi.org/10.1021/la030090w
http://dx.doi.org/10.1039/B808579J
http://www.ncbi.nlm.nih.gov/pubmed/19107293
http://dx.doi.org/10.1103/PhysRevLett.92.054503
http://www.ncbi.nlm.nih.gov/pubmed/14995311
http://dx.doi.org/10.1039/b403280m
http://www.ncbi.nlm.nih.gov/pubmed/15269794
http://dx.doi.org/10.1021/ac402383n
http://www.ncbi.nlm.nih.gov/pubmed/24099270
http://dx.doi.org/10.1039/b806706f
http://www.ncbi.nlm.nih.gov/pubmed/18813384


Sensors 2018, 18, 1271 25 of 27

83. Diehl, F.; Li, M.; He, Y.; Kenneth, W.K.; Vogelstein, B.; Dressman, D. Beaming: Single-Molecule PCR on
Microparticles in Water-in-Oil Emulsions. Nat. Methods 2006, 3, 551–559. [CrossRef] [PubMed]

84. Li, M.; Diehl, F.; Dressman, D.; Vogelstein, B.; Kinzler, K.W. Beaming up for Detection and Quantification of
Rare Sequence Variants. Nat. Methods 2006, 3, 95–97. [CrossRef] [PubMed]

85. Dressman, D.; Yan, H.; Traverso, G.; Kinzler, K.W.; Vogelstein, B. Transforming Single DNA Molecules
into Fluorescent Magnetic Particles for Detection and Enumeration of Genetic Variations. Proc. Natl. Acad.
Sci. USA 2003, 100, 8817–8822. [CrossRef] [PubMed]

86. Taly, V.; Pekin, D.; El Abed, A.; Laurent-Puig, P. Detecting Biomarkers with Microdroplet Technology.
Trends Mol. Med. 2012, 18, 405–416. [CrossRef] [PubMed]

87. Dangla, R.; Kayi, S.C.; Baroud, C.N. Droplet Microfluidics Driven by Gradients of Confinement. Proc. Natl.
Acad. Sci. USA 2013, 110, 853–858. [CrossRef] [PubMed]

88. Chen, Z.; Liao, P.; Zhang, F.; Jiang, M.; Zhu, Y.; Huang, Y. Centrifugal Micro-Channel Array Droplet
Generation for Highly Parallel Digital PCR. Lab Chip 2017, 17, 235–240. [CrossRef] [PubMed]

89. Thorsen, T.; Roberts, R.W.; Arnold, F.H.; Quake, S.R. Dynamic Pattern Formation in a Vesicle-Generating
Microfluidic Device. Phys. Rev. Lett. 2001, 86, 4163–4166. [CrossRef] [PubMed]

90. Anna, S.L.; Bontoux, N.; Stone, H.A. Formation of Dispersions Using “Flow Focusing” in Microchannels.
Appl. Phys. Lett. 2003, 82, 364–366. [CrossRef]

91. Sugiura, S.; Nakajima, M.; Iwamoto, S.; Seki, M. Interfacial Tension Driven Monodispersed Droplet Formation
from Microfabricated Channel Array. Langmuir 2001, 17, 5562–5566. [CrossRef]

92. Courtois, F.; Olguin, L.F.; Whyte, G.; Theberge, A.B.; Huck, W.T.S.; Hollfelder, F.; Abell, C. Controlling the
Retention of Small Molecules in Emulsion Microdroplets for Use in Cell-Based Assays. Anal. Chem. 2009, 81,
3008–3016. [CrossRef] [PubMed]

93. Beverung, C.J.; Radke, C.J.; Blanch, H.W. Protein Adsorption at the Oil/Water Interface: Characterization
of Adsorption Kinetics by Dynamic Interfacial Tension Measurements. Biophys. Chem. 1999, 81, 59–80.
[CrossRef]

94. Beer, N.R.; Wheeler, E.K.; Lee-Houghton, L.; Watkins, N.; Nasarabadi, S.; Hebert, N.; Leung, P.; Arnold, D.W.;
Bailey, C.G.; Colston, B.W. On-Chip Single-Copy Real-Time Reverse-Transcription PCR in Isolated Picoliter
Droplets. Anal. Chem. 2008, 80, 1854–1858. [CrossRef] [PubMed]

95. Kumaresan, P.; Yang, C.J.; Cronier, S.A.; Blazej, R.G.; Mathies, R.A. High-Throughput Single Copy DNA
Amplification and Cell Analysis in Engineered Nanoliter Droplets. Anal. Chem. 2008, 80, 3522–3529.
[CrossRef] [PubMed]

96. Schaerli, Y.; Wootton, R.C.; Robinson, T.; Stein, V.; Dunsby, C.; Neil, M.A.A.; French, P.M.W.; de Mello, A.J.;
Abell, C.; Hollfelder, F. Continuous-Flow Polymerase Chain Reaction of Single-Copy DNA in Microfluidic
Microdroplets. Anal. Chem. 2008, 81, 302–306. [CrossRef] [PubMed]

97. Mazutis, L.; Araghi, A.F.; Miller, O.J.; Baret, J.C.; Frenz, L.; Janoshazi, A.; Taly, V.; Miller, B.J.; Hutchison, J.B.;
Link, D.; et al. Droplet-Based Microfluidic Systems for High-Throughput Single DNA Molecule Isothermal
Amplification and Analysis. Anal. Chem. 2009, 81, 4813–4821. [CrossRef] [PubMed]

98. Zhang, H.; Jenkins, G.; Zou, Y.; Zhu, Z.; Yang, C.J. Massively Parallel Single-Molecule and Single-Cell
Emulsion Reverse Transcription Polymerase Chain Reaction Using Agarose Droplet Microfluidics.
Anal. Chem. 2012, 84, 3599–3606. [CrossRef] [PubMed]

99. Zinchenko, A.; Devenish, S.R.A.; Kintses, B.; Colin, P.; Fischlechner, M.; Hollfelder, F. One in a Million: Flow
Cytometric Sorting of Single Cell-Lysate Assays in Monodisperse Picolitre Double Emulsion Droplets for
Directed Evolution. Anal. Chem. 2014, 86, 2526–2533. [CrossRef] [PubMed]

100. Kang, D.K.; Ali, M.M.; Zhang, K.; Huang, S.S.; Peterson, E.; Digman, M.A.; Gratton, E.; Zhao, W. Rapid
Detection of Single Bacteria in Unprocessed Blood Using Integrated Comprehensive Droplet Digital
Detection. Nat. Commun. 2014, 5, 5427. [CrossRef] [PubMed]

101. Schuler, F.; Schwemmer, F.; Trotter, M.; Wadle, S.; Zengerle, R.; von Stetten, F.; Paust, N. Centrifugal Step
Emulsification Applied for Absolute Quantification of Nucleic Acids by Digital Droplet Rpa. Lab Chip 2015,
15, 2759–2766. [CrossRef] [PubMed]

102. Madic, J.; Zocevic, A.; Senlis, V.; Fradet, E.; Andre, B.; Muller, S.; Dangla, R.; Droniou, M.E. Three-Color
Crystal Digital PCR. Biomol. Detect. Quantif. 2016, 10, 34–46. [CrossRef] [PubMed]

http://dx.doi.org/10.1038/nmeth898
http://www.ncbi.nlm.nih.gov/pubmed/16791214
http://dx.doi.org/10.1038/nmeth850
http://www.ncbi.nlm.nih.gov/pubmed/16432518
http://dx.doi.org/10.1073/pnas.1133470100
http://www.ncbi.nlm.nih.gov/pubmed/12857956
http://dx.doi.org/10.1016/j.molmed.2012.05.001
http://www.ncbi.nlm.nih.gov/pubmed/22727782
http://dx.doi.org/10.1073/pnas.1209186110
http://www.ncbi.nlm.nih.gov/pubmed/23284169
http://dx.doi.org/10.1039/C6LC01305H
http://www.ncbi.nlm.nih.gov/pubmed/28009866
http://dx.doi.org/10.1103/PhysRevLett.86.4163
http://www.ncbi.nlm.nih.gov/pubmed/11328121
http://dx.doi.org/10.1063/1.1537519
http://dx.doi.org/10.1021/la010342y
http://dx.doi.org/10.1021/ac802658n
http://www.ncbi.nlm.nih.gov/pubmed/19284775
http://dx.doi.org/10.1016/S0301-4622(99)00082-4
http://dx.doi.org/10.1021/ac800048k
http://www.ncbi.nlm.nih.gov/pubmed/18278951
http://dx.doi.org/10.1021/ac800327d
http://www.ncbi.nlm.nih.gov/pubmed/18410131
http://dx.doi.org/10.1021/ac802038c
http://www.ncbi.nlm.nih.gov/pubmed/19055421
http://dx.doi.org/10.1021/ac900403z
http://www.ncbi.nlm.nih.gov/pubmed/19518143
http://dx.doi.org/10.1021/ac2033084
http://www.ncbi.nlm.nih.gov/pubmed/22455457
http://dx.doi.org/10.1021/ac403585p
http://www.ncbi.nlm.nih.gov/pubmed/24517505
http://dx.doi.org/10.1038/ncomms6427
http://www.ncbi.nlm.nih.gov/pubmed/25391809
http://dx.doi.org/10.1039/C5LC00291E
http://www.ncbi.nlm.nih.gov/pubmed/25947077
http://dx.doi.org/10.1016/j.bdq.2016.10.002
http://www.ncbi.nlm.nih.gov/pubmed/27990348


Sensors 2018, 18, 1271 26 of 27

103. McDermott, G.P.; Do, D.; Litterst, C.M.; Maar, D.; Hindson, C.M.; Steenblock, E.R.; Legler, T.C.; Jouvenot, Y.;
Marrs, S.H.; Bemis, A.; et al. Multiplexed Target Detection Using DNA-Binding Dye Chemistry in Droplet
Digital PCR. Anal. Chem. 2013, 85, 11619–11627. [CrossRef] [PubMed]

104. Taly, V.; Pekin, D.; Benhaim, L.; Kotsopoulos, S.K.; le Corre, D.; Li, X.; Atochin, I.; Link, D.R.; Griffiths, A.D.;
Pallier, K.; et al. Multiplex Picodroplet Digital PCR to Detect Kras Mutations in Circulating DNA from the
Plasma of Colorectal Cancer Patients. Clin. Chem. 2013, 59, 1722–1731. [CrossRef] [PubMed]

105. Zhong, Q.; Bhattacharya, S.; Kotsopoulos, S.; Olson, J.; Taly, V.; Griffiths, A.D.; Link, D.R.; Larson, J.W.
Multiplex Digital PCR: Breaking the One Target Per Color Barrier of Quantitative PCR. Lab Chip 2011, 11,
2167–2174. [CrossRef] [PubMed]

106. Navarro, E.; Serrano-Heras, G.; Castaño, M.J.; Solera, J. Real-Time Pcr Detection Chemistry. Clin. Chim. Acta
2015, 439, 231–250. [CrossRef] [PubMed]

107. Sint, D.; Raso, L.; Traugott, M. Advances in Multiplex PCR: Balancing Primer Efficiencies and Improving
Detection Success. Methods Ecol. Evol. 2012, 3, 898–905. [CrossRef] [PubMed]

108. Whale, A.S.; Huggett, J.F.; Tzonev, S. Fundamentals of Multiplexing with Digital PCR. Biomol. Detect. Quantif.
2016, 10, 15–23. [CrossRef] [PubMed]

109. Lau, B.T.; Wood-Bouwens, C.; Ji, H.P. Robust Multiplexed Clustering and Denoising of Digital PCR Assays
by Data Gridding. Anal. Chem. 2017, 89, 11913–11917. [CrossRef] [PubMed]

110. Huggett, J.F.; Novak, T.; Garson, J.A.; Green, C.; Morris-Jones, S.D.; Miller, R.F.; Zumla, A. Differential
Susceptibility of PCR Reactions to Inhibitors: An Important and Unrecognised Phenomenon. BMC Res. Notes
2008, 1, 70. [CrossRef] [PubMed]

111. Lizardi, P.M.; Huang, X.; Zhu, Z.; Bray-Ward, P.; Thomas, D.C.; Ward, D.C. Mutation Detection and
Single-Molecule Counting Using Isothermal Rolling-Circle Amplification. Nat. Genet. 1998, 19, 225–232.
[CrossRef] [PubMed]

112. Compton, J. Nucleic Acid Sequence-Based Amplification. Nature 1991, 350, 91–92. [CrossRef] [PubMed]
113. Notomi, T.; Okayama, H.; Masubuchi, H.; Yonekawa, T.; Watanabe, K.; Amino, N.; Hase, T. Loop-Mediated

Isothermal Amplification of DNA. Nucleic Acids Res. 2000, 28, e63. [CrossRef] [PubMed]
114. Dean, F.B.; Hosono, S.; Fang, L.; Wu, X.; Faruqi, A.F.; Bray-Ward, P.; Sun, Z.; Zong, Q.; Du, Y.; Du, J.; et al.

Comprehensive Human Genome Amplification Using Multiple Displacement Amplification. Proc. Natl.
Acad. Sci. USA 2002, 99, 5261–5266. [CrossRef] [PubMed]

115. Vincent, M.; Xu, Y.; Kong, H. Helicase-Dependent Isothermal DNA Amplification. Embo Rep. 2004, 5, 795–800.
[CrossRef] [PubMed]

116. Piepenburg, O.; Williams, C.H.; Stemple, D.L.; Armes, N.A. DNA Detection Using Recombination Proteins.
PLoS Biol. 2006, 4, e204. [CrossRef] [PubMed]

117. Walker, G.T.; Little, M.C.; Nadeau, J.G.; Shank, D.D. Isothermal in Vitro Amplification of DNA by a Restriction
Enzyme/DNA Polymerase System. Proc. Natl. Acad. Sci. USA 1992, 89, 392–396. [CrossRef] [PubMed]

118. Jia, H.; Li, Z.; Liu, C.; Cheng, Y. Ultrasensitive Detection of Micrornas by Exponential Isothermal
Amplification. Angew. Chem. Int. Ed. 2010, 49, 5498–5501. [CrossRef] [PubMed]

119. Van Ness, J.; van Ness, L.K.; Galas, D.J. Isothermal Reactions for the Amplification of Oligonucleotides.
Proc. Natl. Acad. Sci. USA 2003, 100, 4504–4509. [CrossRef] [PubMed]

120. Schoepp, N.G.; Schlappi, T.S.; Curtis, M.S.; Butkovich, S.S.; Miller, S.; Humphries, R.M.; Ismagilov, R.F. Rapid
Pathogen-Specific Phenotypic Antibiotic Susceptibility Testing Using Digital Lamp Quantification in Clinical
Samples. Sci. Transl. Med. 2017, 9. [CrossRef] [PubMed]

121. Blainey, P.C.; Quake, S.R. Digital MDA for Enumeration of Total Nucleic Acid Contamination. Nucleic Acids Res.
2011, 39, e19. [CrossRef] [PubMed]

122. Zhang, K.; Kang, D.K.; Ali, M.M.; Liu, L.; Labanieh, L.; Lu, M.; Riazifar, H.; Nguyen, T.N.; Zell, J.A.;
Digman, M.A.; et al. Digital Quantification of miRNA Directly in Plasma Using Integrated Comprehensive
Droplet Digital Detection. Lab Chip 2015, 15, 4217–4226. [CrossRef] [PubMed]

123. Sun, B.; Shen, F.; McCalla, S.E.; Kreutz, J.E.; Karymov, M.A.; Ismagilov, R.F. Mechanistic Evaluation of
the Pros and Cons of Digital RT-LAMP for HIV-1 Viral Load Quantification on a Microfluidic Device and
Improved Efficiency Via a Two-Step Digital Protocol. Anal. Chem. 2013, 85, 1540–1546. [CrossRef] [PubMed]

124. Schuler, F.; Siber, C.; Hin, S.; Wadle, S.; Paust, N.; Zengerle, R.; von Stetten, F. Digital Droplet Lamp as a
Microfluidic App on Standard Laboratory Devices. Anal. Methods 2016, 8, 2750–2755. [CrossRef]

http://dx.doi.org/10.1021/ac403061n
http://www.ncbi.nlm.nih.gov/pubmed/24180464
http://dx.doi.org/10.1373/clinchem.2013.206359
http://www.ncbi.nlm.nih.gov/pubmed/23938455
http://dx.doi.org/10.1039/c1lc20126c
http://www.ncbi.nlm.nih.gov/pubmed/21584334
http://dx.doi.org/10.1016/j.cca.2014.10.017
http://www.ncbi.nlm.nih.gov/pubmed/25451956
http://dx.doi.org/10.1111/j.2041-210X.2012.00215.x
http://www.ncbi.nlm.nih.gov/pubmed/23549328
http://dx.doi.org/10.1016/j.bdq.2016.05.002
http://www.ncbi.nlm.nih.gov/pubmed/27990345
http://dx.doi.org/10.1021/acs.analchem.7b02688
http://www.ncbi.nlm.nih.gov/pubmed/29083143
http://dx.doi.org/10.1186/1756-0500-1-70
http://www.ncbi.nlm.nih.gov/pubmed/18755023
http://dx.doi.org/10.1038/898
http://www.ncbi.nlm.nih.gov/pubmed/9662393
http://dx.doi.org/10.1038/350091a0
http://www.ncbi.nlm.nih.gov/pubmed/1706072
http://dx.doi.org/10.1093/nar/28.12.e63
http://www.ncbi.nlm.nih.gov/pubmed/10871386
http://dx.doi.org/10.1073/pnas.082089499
http://www.ncbi.nlm.nih.gov/pubmed/11959976
http://dx.doi.org/10.1038/sj.embor.7400200
http://www.ncbi.nlm.nih.gov/pubmed/15247927
http://dx.doi.org/10.1371/journal.pbio.0040204
http://www.ncbi.nlm.nih.gov/pubmed/16756388
http://dx.doi.org/10.1073/pnas.89.1.392
http://www.ncbi.nlm.nih.gov/pubmed/1309614
http://dx.doi.org/10.1002/anie.201001375
http://www.ncbi.nlm.nih.gov/pubmed/20602382
http://dx.doi.org/10.1073/pnas.0730811100
http://www.ncbi.nlm.nih.gov/pubmed/12679520
http://dx.doi.org/10.1126/scitranslmed.aal3693
http://www.ncbi.nlm.nih.gov/pubmed/28978750
http://dx.doi.org/10.1093/nar/gkq1074
http://www.ncbi.nlm.nih.gov/pubmed/21071419
http://dx.doi.org/10.1039/C5LC00650C
http://www.ncbi.nlm.nih.gov/pubmed/26387763
http://dx.doi.org/10.1021/ac3037206
http://www.ncbi.nlm.nih.gov/pubmed/23324061
http://dx.doi.org/10.1039/C6AY00600K


Sensors 2018, 18, 1271 27 of 27

125. Nixon, G.; Garson, J.A.; Grant, P.; Nastouli, E.; Foy, C.A.; Huggett, J.F. Comparative Study of Sensitivity,
Linearity, and Resistance to Inhibition of Digital and Nondigital Polymerase Chain Reaction and Loop
Mediated Isothermal Amplification Assays for Quantification of Human Cytomegalovirus. Anal. Chem.
2014, 86, 4387–4394. [CrossRef] [PubMed]

126. Dingle, T.C.; Sedlak, R.H.; Cook, L.; Jerome, K.R. Tolerance of Droplet-Digital PCR vs. Real-Time Quantitative
PCR to Inhibitory Substances. Clin. Chem. 2013, 59, 1670–16702. [CrossRef] [PubMed]

127. Hayden, R.T.; Gu, Z.; Ingersoll, J.; Abdul-Ali, D.; Shi, L.; Pounds, S.; Caliendo, A.M. Comparison of Droplet
Digital PCR to Real-Time PCR for Quantitative Detection of Cytomegalovirus. J. Clin. Microbiol. 2013, 51,
540–546. [CrossRef] [PubMed]
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